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Chapitre 1

OSD Program

1.1 Introduction

Due to the increasing complexity of numerical simulations, the number of numerical components
intervening in a simulation is growing. Today, it is common to run mesher, CFD solver, CSM solver,
optimizer, complex post-processing and even runtime visualization together.

Managing a flexible and high-performing workflow has become a crucial topic. This seminar will
cover industrial needs, Software editor answers, Research centers up-to-date techniques and future trends
concerning the numerical simulation workflow.




OSD Program

1.2 Agenda, october 3, 2012, morning

8h30-9h00 Welcoming (and coffee)

9h00-9h05 Ph. d’Anfray (Aristote) : Opening
9h05-9h30 J.M. Le Gouez (Onera) : Introductory
9h30-10h45 | Session 1 (Chair : C. Benoit (ONERA)

M. Ravachol (Dassault-Aviation)

D. Caromel (INRIA, ActiveEon,
Univ. Nice Sophia Antipolis)

L. Reimer (DLR)

Visualization to support decision making : needs and challenges

CFD Workflows and Open Source CLOUD with OW2
ProActive : Renault OMD?2 Use Cases

Multidisciplinary Analysis Workflow with the
FlowSimulator

10h45-11h05

Coffee break

11h05-12h45

Session 1 (Cont.)
D. Snyder (CD-adapco)

V. Morgenthaler (ANSYS France)

C. Hirsch (Numeca)

C. Geuzaine (Univ. Liege)

STAR-CCM+ : A New Approach to Numerical Simulation

Simulation Driven Product Development with ANSYS
Workbench platform

Components for an Integrated CFD Workflow for large
scale Multidisciplinary Simulations

Recent Advances in Quad Meshing

12h45-13h45

Lunch

S




1.3 Agenda, october 3, 2012, afternoon

1.3 Agenda, october 3, 2012, afternoon

12h45-13h45

Lunch

13h45-15h50

Session 2 (Chair : J.C. Weill (CEA)

P. Brenner (ASTRIUM ST)

S. Péron, C. Benoit, P. Raud
(ONERA)

M. Poinot (ONERA)

S. Deck, P.E. Weiss, R. Pain

(ONERA)

K. Hillewaert (Cenaero)

Recent developments about overlapping grids for
unstructured meshes

Cassiopée : pre- and post-processing for CFD Python
CGNS workflow

Numerical Simulation Components in an Open Python
Environment

Some reflections on massive post-processing of large
unsteady flow simulation data sets

New challenges and opportunities created by high order
discretization schemes for industrial flows

15h50-16h10

Coffee break

16h10-18h15

Session 2 (Cont.)

Y. Fournier (EDF)

V. Moureau (Coria)

Y.M. Lefebvre (Intelligent Light)

P. Sadlo (Univ. Stuttgart)

P.F. Berte (ONERA)

Evolving the Code_Saturne and NEPTUNE_CFD solver
toolchains for billion-cell calculations

Strategies for the massively parallel solving of reacting
and two-phase flows with billion-cell meshes. A few
casestudies with the YALES?2 solver

CFD Workflow Improvements for Today and Tomorrow

Advanced Techniques in Computational Flow Visualization

Deploying and managing a visualization farm at Onera

18h15-18h30

M. Ravachol (Systematic) : Closing

g h;
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Chapitre 2

Presentations

2.1

Opening

«aris

NoUY

tote

OSD : Onera Scientific Day

CFD Workflow :

Meshing, Solving, Visualizing, ...

ONERA

October 3, 2012

HSYSIEMTIC

Aristote

What ? Aristote is a learned society in computer science
and networking which brings together organizations
and businesses interested in the latest developments
and new uses of information technology (created in

1984 by INRIA, CEA,
How ? ONERA is also

EDF & CNES).

along time member of Aristote,

and scientific computing has always been a topic of
interest within Aristote (working groups and seminars on
HPC, Grids, Cloud computing, GPU, efc.)

Why ? Open Onera Scientific Day(s) fo a larger
community and new ideas.

i aristote

2 octobre 2012 2/4

Agenda, october 3, 2012, morning

9h00-9h05 Ph. d'Anfray (Aristote) : Opening
9h05-9h30 J.M. Le Gouez (Onera) : Introductory
Session 1 (Chair : C. Benoif (ONERA)
9h30-10n45
M. Ravachol (Dassault-Aviation) Visualization fo support decision making : needs and challenges
D. Caromel (INRIA, ActiveEon, CFD Workflows and Open Source CLOUD with OW2
Univ. Nice Sophia Antipolis) ProActive : Renault OMD2 Use Cases
L. Reimer (DLR) Multidisciplinary Analysis Workflow with the
FlowSimulator
10h45-TTh05 Coffee break

11h05-12h45

Session T (Conf)
D. Snyder (CD-adapco)

V. Morgenthaler (ANSYS France)

C. Hirsch (Numeca)

C. Geuzaine (Univ. Liége)

STAR-CCM+ : A New Approach to Numerical Simulation

Simulation Driven Product Development with ANSYS
Workbench platform

Components for an Infegrated CFD Workfiow for large
scale Multidisciplinary Simulations

Recent Advances in Quad Meshing

12h45-13h45

Lunch

Agenda, october 3, 2012, afternoon

Session 2 (Chair : J.C. Weill (CEA)

13h45-15h50
P Brenner (ASTRIUM ST) Recent developments about overlapping grids for
unstructured meshes
s. Péron, C. Benoit, P, Raud Cassiopée : pre- and post-processing for CFD Python
(ONERA) CGNS workflow
M. Poinot (ONERA) Numerical Simulation Components in an Open Python
Environment
S. Deck, PE. Weiss, R. Pain Some reflections on massive post-processing of large
(ONERA) unsteady flow simulation data sets
K. Hillewaert (Cencero) New challenges and opportunities created by high order
discrefization schemes for industrial flows
T5h50-16h10 | Coffee break

16h10-18h15

Session 2 (Conf.)

Y. Fournier (EDF)

V. Moureau (Coria)

Y.M. Lefebvre (Infelligent Light)

P Sadlo (Univ. Stuttgarf)

PF. Berte (ONERA)

Evolving the Code_Safurne and NEPTUNE_CFD solver
toolchains for billion-cell calculations

Strategies for the massively parallel solving of reacting
and two-phase flows with bilion-cell meshes. A few
casestudies with the YALES2 solver

CFD Workflow Improvements for Today and Tomnorrow

Advanced Techniques in Computational Flow Visualization

Deploying and managing a visualization farm at Onera

18h15-18h30

M. Ravachol (Systematic) : Closing
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2.2 J.-M. Le Gouez (ONERA)

Introductory

Onera One-Day Scientific Workshop

CFD - WorkFlow
Introduction
JM Le Gouez  CFD and Aeracoustics Department

October 3rd, 2012

CFD Workflows

New trends :
More complex workflows

More robust workflows

More efficient and fast workflows

More remote accesses to distant and specialized resources
in workflows

ONERA

CFD Workflows

More complex workflows :
Multiphysics associated to CFD more requested :
Solid thermics, structural mechanics, thermomechanics,...

Chained analyses or tightly coupled analyses

In this last case : multiple levels of solver integration have to be
envisaged, advanced analyses cannot be conducted by one single
executable, on a fixed data model (mesh deformation, topological
changes : film deposition from a cloud of droplets)

Integrated advanced multiphysics workflow solutions or evolving
(integrating) solutions : OpenPalm

Advantages, drawbacks of each

ONERA

CFD Workflows

More complex workflows :

Multiscale analyses within a single physics :
In aerodynamics : long range and time delayed interactions
between wakes of different lifting surfaces,
different modeling of turbulence in regions close to the bodies and
further downstream : mesh strategies, moving meshes and bodies,
steady or unsteady flows, different post processing requirements
flow vortical and acoustic features to be captured in the same fluid,
on overlapping/ adapting grid systems

In combustion : mixed accuracy necessary in a chamber
Finer resolution at the injector exit, near the flame fronts
Coarser resolution in the bulk of the flow

ONERA

CFD Workflows

More complex workflows :

Optimization chains, either multidisciplinar or in a single discipline

Modification of surface grids or CAD data for shape optimization :

The CAD is no more a fixed reference, but must be envisaged as
parametric (free-form,...)

Intensive use of remeshing tools present in the workflow process to
propagate the surface shape deformation to the whole grid

The material properties are also allowed to evolve during the
optimization

Intensive iterations within the chain

CFD Workflows

More robust workflows

Users are expecting (at last after decades of promise) solutions
independent from the grid resolution (converged with h)

Are ready to accept (but reluctant) solutions dependent on the grid
strategy and model choice : the best practise guides

Ideally: grid adaptation to the solution, versatile grid systems and
concentration of dofs (hp adaptation, hpM )

The more advanced workflows should handle high order grids for
geometric interpolation without loss

ONERA
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CFD Workflows

More robust workflows

Relying on generic representation models
data models : CAD, mesh, discrete flow and other fields,
engineering representation : unit systems, reference frames, motions,
integral objective functions
workflow description : solver chain, dependencies between solver
dependent data, coupling frequencies (macro, standard language)

Ex. GEM : Generic engineering model (Esprit IV) : STEP, Express modeling
language, model parser

Capable of solver replacement for cross-validation, specialization

Usage for engineering studies by external consulting groups,...

CFD Workflows

More efficient and fast workflows

Compatible with HPC :
o very big data models with parallel I/lO management,
o  discrete model subdivision,

o optimization of data transfer and manipulation between 2 or more
parallel solvers (example of the CWIPI interpolation library inside
OpenPalm)

o Providing post-processing on the fly for non storable fields,
statistical processing in time and space, either by numbers or
graphical

ONERA

CFD Workflows

More remote accesses to distant and specialized resources
in workflows

Description of the processing resources available, optimization of the
data model arrangement as function of the hardware architecture
at hand (cloud computing from within the workflow manager ?)

Access to different levels of graphical resources : high-end workstations
or clusters, office PCs

Need for a rich variety of software bricks, a common data model

ONERA

CFD Workflows Onera Scientific Day

Overview of the state of the art
Identification of new trends and on-going projects for novel developments,

Help for Onera in positioning its own strategy in between research and
development, participating in enhancement / integration of
productivity bricks and solvers in existing and promising solutions

ONERA
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2.3 M. Ravachol (Dassault-Aviation)
Visualization to support decision making: needs and challenges

Michel Ravachol

Dassault-Aviation
France

Abstract

The design of complex systems generates a large amount of information that needs to
be understood and synthesized in order to make decisions. The challengeisto
immerse the decision makers in the decision space or more accurately within the
space of compromisein order to enable them to better understand what they need by
providing them with immediate answers to their questions. It is necessary to do thisin
a collaborative mode in order to ensure that all stakeholders can measure the impact
of multiple interactions and be able to trace the analysis at the system level. To
efficiently manage the trade-offs between breadth and depth this methodology must
be used in an iterative process. Deciding each compromise at the system level allows
one to focus future efforts on smaller areas but with an increase in the depth of details.
We will present how visual analytics can be used and what are the challenges ahead.
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A SYSTEMTIC

Visualization to support decision making
Needs and Challenges

M. Ravachol, Dassault-Aviation

Decision making loop in design

Evaluate requirements impact

( requirements W

P Design
decision space
Synthesis to support decision making U 1c ang}

« Synthesis of important parameters
- What are the limits and where are they.
- Impact of componant performances on global

+ Understand the design space
- What are the important parameters ?
- How the requirements interact with each others?

performances - Where are the most promising solutions ?

« Propose trade offs * Generate models dedicated to decision making
- Between requirements - Trade offs
-On design parameters - Evaluate risks

« Manage risks
- Quantitative evaluation

ZISYSTEMATIC

CSDI
Visualization workshop : October 3rd 2012

Design loop

optimizers RSM probabilities

C

N i Level: Y
requirements  Architectures

—
SV —

M v

g:gin?‘ MZ:ZIS ED?SIEN: Evaluate Select
& 1 9 g solutions solution
Space Space

objectives Design
constraints variables

Visualization

_
SRk
Visualization workshop : October 3rd 2012

ZISYSTEMATIC

CSDL project

Technical challenges :

= Management of a hierarchy of interoperable surrogate models

Evaluate the robustess of results wrt risks and uncertainties

= Exploration techniques adapted to the different level of fidelity of the models

= Methogology to analyze the design process of complex systems

Develop interactive visualization tools to support decision
making -

Inspiration : Georgia Tech ASDL
Collaborative Visualization Environnement

ZISYSTEMATIC

‘Example : Design of an Aircraft ECS

Objective : Size the different elements of the
ECS (turbine, heat exchanger) to maintain a
comfortable temperature in the cabin on the
ground during a hot day or during the high
altitude cruise.

Engine bleed air
Physical understanding System analysis

—_ Performance monitoring -
Z(SYSTEMATIC SRk
a seane Visualization workshop : October 3rd 2012

Why visualization to support decision ?

= Visualization

= Systematic, rule based, graphic representation in a way that is conducive
to acquiring insights, developing and elaborate understanding or
communicating experiences

= Applied to data representation

= Help user to identify patterns, trends, etc. and better dissiminate results
and synthesize knowledge.

= Tool

= To extract and present relevant information from large volume of data in
a format that enables reasoning and analysis while allowing the user to
navigate the overall space spanned by the data.

Visual Analytics
-
ZSYSTEMATIC %
-l sssss Visualization workshop : October 3rd 2012

Why interactive visualization ?
= Design

= Pb solving activity : map a set of requirements to a set of functions
leading to a series of decisions that contribute to the description of the
final solution

= Need to understand the system and its behavior : unprocessed data do
not hold any intrinsic value.

= Data need to be visualized and explored

= Dynamic representation and visualization enable
= interaction between information and the human cognitive system,
= Rapid extraction of information by all parties involved

= Combine different visualization type that complements one another to
illustrate different point of views or level of details

= Present info from different perspective and format : "multiview"

= Easier to satisfy different thinking styles, expertise and knowledge

-
ZISYSTEMATIC &“
4 sssnw Visualization workshop : October 3rd 2012

Why collaborative visualization ?

= Multidisciplinary nature of design

Involvement of different people with different background
and expertise

Individual analysis may generated
= Different interpretation of the data or different level of analysis

= Difficulties in reaching consensus
= Collaborative analysis
= |mproves communication and reduces potential
misunderstandings and conflicts

= Users integrate their different background in a global analysis that
contains the synthesis of different points of view, expertises, etc.

CSDI
Visualization workshop : October 3rd 2012

ZISYSTEMATIC
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Visual reasoning

= Visual data exploration as an hypothesis
generation process
= New hypothesis can be confirmed or not based on the
information extracted from the data

= Increase insights and better understanding of the problem
= Data exploration

= Obtain new information of the data through visualization

= Dynamically interact with visualization (connection of two or more
views)

= Decide to recompute new data and steer analysis in a different
direction

.
ZSYSTEMATIC SRk
af=rsSiemAalls Visualization workshop : October 3rd 2012

Visual reasoning process

DATA VISUALIZATION

DATA ANALYSIS

Data Vonsatoncns VISUAL REASONING

Vs Oncracms

Hypoieses Ganseton KNOWLEDGE EXTRACTION

ot o
From D. Mavris

Visualization workshop : October 3rd 2012 %

Self Organizing Maps: an example of
« advanced » data-processing

= Introduced by Teuvo Kohonen

Prototypes vectors are positionned on a regular low-
dimensional grid in an ordered fashion by grouping similar
data items together

= ==>SOM are a powerful visualization tool

11 1
xl’x2’...,xd

Unsupervised training

>

N4 P Neural Net
xl ’xz ’...’xd

Observations Low dimensional grid

Visualization workshop : October 3rd 2012 %

Z|SYSTEMATIC

scatterplot

SOM Example

Sepalt Sepatt

Sepall

SepalW

SepalW

Z|SYSTEMATIC

* N
o az
53 20
a7 25

Petan

Visualization workshop : October 3rd 2012 m

Collaborative review of the Aircraft ECS

= Aircraft ECS design review

All the data necessary have been generated (CFD database, thermal
database)

Collaborative review scenario

= What are the influent parameters ?

= What are the acceptable designs ?

= What are the optimal design regions for the design performances ?

= In an optimal region, what is the actual flow in the cabin ?

ZISYSTEMATIC
< e Visualization workshop : October 3rd 2012

Understanding the design space

ZISYSTEMATIC

s x% 5 0

BEBENE
SR
-l

Visualization workshop : October 3rd 2012 %

esew

-

Surrogate models for design space exploration

T T——— ANOVA to identify impacts of
’ e parameters and sensitivities of
outputs

“onuus Exploration:

B |

P

ZISYSTEMATIC SRk
4 sssss Visualization workshop : October 3rd 2012

Feasible domain or objective function
with constraints

o —

ZISYSTEMATIC

Visualization workshop : October 3rd 2012 %
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Interaction with the data

Enter U and T parameter names
un
n

CabinInglov_u
CabinIntlow_T_K

(o ) [eme ]

Link to the physical domain

cpsmatk ONGGOSd d48 D B »>ai

Physical solution generated using a POD model

""" Visualization workshop : October 3rd 2012

Visualization Challenges (1)

Interaction with data :

= e.g Interactive data re-sampling

Collaborative exploration Rl
= What interaction mechanisms to provide ?

= How to treat conflicting requests ?

ZISYSTEMATIC

Visualization workshop : October 3rd 2012

Visualization Challenges (11)

= Provenance and Storytelling, Latecomers

= How to go back to previous exploration steps ?
= How to visualize paths that lead to decision ?

= How to summarize current exploration state ?

= Distributed settings, additional challenges:

= How to handle multiple requests and delays ?

= How to treat mixed infrastructure ?

ZISYSTEMATIC

Visualization workshop : October 3rd 2012 g&k

From V.R.Centers to Design Labs

= Collaborative "what if analysis"

= |dentify tradeoffs, explore further
= Perceived value for different types of tradeoff
= Sensitivity in terms of technical, economic, regulatory,.. Constraints
= Achievable performances and level of risks associated

= INTENSIVE exploration of the design space

To determine the potential of technological advances with a thorough
understanding of the risks involved

Statistical discovery (guided by sensitivities and correlations analysis)

Collaborative 3D-VR exploration of the design space

= Synthetize information for decision making

ZISYSTEMATIC
< e Visualization workshop : October 3rd 2012

Conclusion
= Major challenges:

= |ntuitive data representation and interaction in collaborative
environments

= Visualization of uncertainties
= Data storage and addressing
= Technology developments:
= Surrogates models (error quantification)
= Model management

= Exploration techniques embedded in the visualization (e.g M-O
Optimization)

= MCDM tools

ZISYSTEMATIC
al frerr Visualization workshop : October 3rd 2012

Thank you for your attention !

The Cluster and its projects are sponsored by:
* lesFrance [TVTITITIZNRY 6 |

To know more:
www.systematic-paris-region.org

=
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2.4 D. Caromel (INRIA, ActiveEon & Univ. Nice Sophia Antipolis)

CFD Workflows and Open Source CLOUD with OW2 ProActive:
Renault OMD2 Use Cases

Denis Caromel

INRIA-Univ. Nice Sophia Antipolis-ActiveEon
Abstract

ProActive OW2 is an Open Source library for patalldistributed, and concurrent
computing, offering advanced HPC workflows integdatwith Scheduling capacities. It also
features management of heterogeneous private Gleutls burst capacity on Data Center and
Public clouds. Offering full accounting and segyrRroActive handles multi-tenant Cloud, and a
smooth path for application migration to the Cldhdnks to comprehensive interfaces (Graphical
Studio, CLI, Java and REST, User and Admin Portalsjque characteristics of ProActive are the
capacity to manage both Virtual and Physical madirto orchestrate native and virtualized
applications.

The presentation will specifically give an overvief various methods for building and
executing CFD Workflows, especially in the framekvof the OMD2 project.

OMD2 is a collaborative R&D project dedicated torgka scale multidisciplinary
optimizations, especially in the context of ther Gdanufacturing. Lead by RENAULT, the
project includes the compani€®-adapcpSIREHNA, ACTIVEEON, and the academics INRIA,
ENSM-SE, UTC, ECP, IRCCyN, ENS CACHAN, togetheriwthe DIGITEO consortium. The
talk will also feature a few related Use Cases: (@GRW workflows, Map/Reduce applications,
Load Injection and continuous integration.

We will show live demonstrations of use cases @cintific Grid and Cloud platform of
1200 cores, 30TB storage, and 480 CUDA Colgfp://proactive.inria.fr/pacagrid/pacagrid-
cluster

Short biography

Denis Caromel, professor at University of Nice-SapAntipolis, and member of the
INRIA-Univ. Nice-CNRS OASIS team, is also foundedaCEO of the INRIA startup ActiveEon.
His research interests include parallel, concuydistributed, and Cloud computing.

Denis Caromel gave many invited talks on Objectalkd and Distributed Computing
around the world (Jet Propulsion Laboratory, BerkelStanford, ISI, USC, Electrotechnical
Laboratory Tsukuba, Sydney, Oracle-BEA EMEA, Digisystem Research Center in Palo Alto,
NASA Langley, IBM Tom Watson and Zurich). He actasl keynote speaker at several major
conferences (MDM, DAPSYS 2008, CGW'08, Shanghai €€&009, IEEE ICCP'09, ICPADS
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2009 in Hong Kong). Recently, he gave two importanited talks at Sun Microsystems HPC
Consortium (Austin, Tx), and at Devoxx (gatheringoat 3500 persons), and an invited
conference at Expo Universal 2010, Oct. 18, Shangh&€hina. http://www-
sop.inria.fr/oasis/caromel/
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Lo come
. Lreia— AcTIveeon |

SCALE BEYOND LIMITS

Agenda

1. Background: INRIA, ActiveEon
2. ProActive Parallel Suite
3. Use Cases & Demos

Renault OMD2 Use Cases

Acceleration -- Parallelism

Background

ProAcTive @ ow=2 ProAcive @

Parallel Suite Consortium 2 Parallel Suite

™

Hmversné
ic@ sormia anTivoLis

ProAcTive @  was started in the team

Parallel Suite

Located in Sophia Antipolis, between

Nice and Cannes, France
Visitors Welcome!

ProAcTive @

Paratiel Suite

Ran

Q Training and Certification
= Accelerate learning process
Q Consulting

= Optimize your infrastructure and
maximize ROI

Q Technical Support - Subscription

= The guarantee of a quick and
efficient assistance

Q Integration-Development
= Get ActiveEon’s products fine tuned
to your specific needs
Q Partnerships

= With OEMs and ISVs
Proactve & Proacive &

QO ActiveEon, a software company born of INRIA,
founded in 2007, HQ in the French scientific park
Sophia Antipolis

0 Developping, with INRIA contributions,
ProActive Parallel Suite®, a Professional Open

Source middleware for parallel, distributed, multi-
core computing

0 Core mission: Scale Beyond Limits

QO Providing a full range of services for
ProActive Parallel Suite
Worldwide production customers and users
@ ) = B =

INEO SZQ i INRA | THALES glgehna,’

o o= T MM

- avanrus

mediametrie

Par:

Scheduling & Orchestration

2. ProActive Parallel Suite

Cloud & Grid laaS

ProAcrive @

7 Parallel Suite
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OMD?2 Renault

Distributed Multi-Disciplinary Optimizations

ProAcTive @

9 Paratiel Suite

s & 8 8 ¥ 8 8

External

ProAcrive Aerodynamic

Parallel Suite

B2 X0eE0RL
o ——-P--Q-— -

-4 1000 Cores
Production
Cloud Portal

Prowcile@

Production Platform operated by:
77 INRIA @ AcTIveeon

Total:
Q1428 Cores
0480 GPU CUDA Cores
Q150TB Storage
Publically Available

B

Région CONSEIL GENERAL
2 BRER @ sonsenginemaL Procrve @

e

Proncre®

o =
Rt AGmn Wadow e

Portal W|th

“eerbe wh
- e  Ceompact Vi #% @ st cout oot i+ o

=] 8- 8w o g s

: WEEErTT

ProAcrive

Paratiel Suite

i

R T T

ProAcrive @

Parallel Suite




20

Presentations

2 lotaver0ep framaie stpen

o

-l

| Sesction Sorct
‘ Pesow O
3 wutbss O
T —

Post-Scrpr °
s Cupiows @ P
1 Contont @

P

else

-k

ProAcTive @ Projcnve @& .

Paratiel Suite
v

Objective: Minimize Air Depression at the back of the car

ProAcive @ Projcive @& .

Paratiel Suite
19

S

Mean of 0_CPI
000000 0.20000 0.40000 060000 0.80000 1.0000

ProAcive @ Profcive @& N

Paratiel Suite
2
l. — ‘ .

* Integration with Applications

wam

ProAcive @ . Procre®

Paratiel Suite
2




2.4 D. Caromel (INRIA, ActiveEon & Univ. Nice Sophia Antipolis) 21

> Use within Scilab environment

MATLAB

> Deployment of 500 independent tasks in parallel
w > Each task takes 1 to 10 hours to execute

“We have applied ProActive Scheduler Server 3.1.1 with its built in client Scilab
v N extension. We were able to run about 500 independent tasks in parallel to test our
Static Policy T"“'l';gl;’:"‘y DV"““;:::"“"""’“ numerical optimization algorithms, a single task would take from one to ten hours to
L5 il execute, it would not have been possible to achieve the same results when running the
Desktops EC2 experiments in a serial mode on a local computer. We have used the grid to run
distributed turbulent flow simulations designed jointly by Renault and many French
universities. The use of PA technolo, reatly simplifies parallel programming with
futures paradigm as it allows for quick prototyping in dynamically interpreted
environments such as Scilab or Matlab. There is no clutter created by static type
systems, explicit memory management or archaic library dependency management’,
Rodolphe Le Riche and Ramunas Girdziusas, Ecole des Mines de Saint-Etienne

Dedicated resources

Desktops

ProAcrive @ ProActive @

Paratiel Suite Parallel Suite

g \difilic Optimization:
orkfloN ad from a GUI

Use Case:
Hydrodynamic
with
K-Epsilon and FineMarine

AcTiveeon ProAcrive @ ow2 ProActive @'
SCALE BEYOND LIMITS Paraliol Suite Consopgium Parailel Suite
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Parallel Suite

» Machine Types: Workstations PC, Laptop,
» Virtual Machines (vmplayer Windows sur PC Linux),
> LSF Cluster

» Various OS : Windows XP et 7, Linux Centos

> Application Types:
Ulinternal Software
Production User (Press Release) = CO2 Analysis
= Model for Petroleum
= Molecular Dynamics
Qlntegration with Proprietary software
= Matlab, for instance for Engine Combustion

IFP Energies Nouvelles

n Proscive & ProAciive @

Parallel Suite
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g ¥,
velles Use Case ™

> Deployment in production for all sites of IFP EN
> On over 600 computers

> Demanding applications: business workflows,
numerical and financial simulations, Matlab ™ and
Scilab, data analysis ( Map / Reduce)

> Web-based portal as well as
RCP and
APIs : from within Application

ProAcTive @

Paratiel Suite

& .
velles Use Case ™*

> Deployment in production for all sites of IFP EN

> On over 600 computers

> Demanding applications: business workflows,
numerical and financial simulations, Matlab ™ and
Scilab, data analysis ( Map / Reduce)

> Web-based portal as well as RCP and APIs

“With the adoption of ProActive [...] IFP EN enters in the era of
Cloud Computing. We are going to cut on our hardware and
software costs, to strengthen our business workflows, to use
these globalized resources directly in our business software in
order to accelerate them”, Frédéric Gauluet, IFP EN

ProActive @

Parallel Suite

4. Conclusion

. ProAcrive @&

» Application Acceleration,
Workflows: Script, GUI

» Advanced Scheduling and
Mapping
=>Resource Control
= Core, CPU, Host

»Heterogeneity Support
e e = Physical Machines:
Linux, Windows, Mac
= Desktop, Clusters, Grids,
Clouds

ProActive @'

Parallel Suite

> From Jean-Marie Le Gouez:
»Use of various resources (Cluster, ... Desktop)
» Description of resources
»Use of GPUs

»0On the fly post-processing (No intermediate
storage), for Model Coupling and Visu.

» From Michel Ravachol:
»Collaborative Vizualisation

ProAcTive @

Paratiel Suite

Thank You!

Extra Material and Use Cases Below.

ProAcrive @
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2.5 L. Reimer (DLR)
Multidisciplinary Analysis Wor kflow with the FlowSimulator

Lars Reimer

Deutsches Zentrum fur Luft- und Raumfahrt e.V. (DLR
German Aerospace Center
Institute of Aerodynamics and Flow Technology | €37

Lilienthalplatz 7 | 38108 Braunschweig | Germany
Abstract

To improve the prediction accuracy of the aerodyiograrformance and safety
margins of aircraft one strives for enhancing exgsCFD analysis workflows
towards multi-disciplinary analysis workflows, i@e aims at analyzing directly
flow-structure coupled or even flow-structure-flighechanics coupled problems. In
such analysis, the CFD computation forms only arestituent of the whole process
chain. Mostly, the codes that are used in the m®chain and that are highly-
specialized in solving a particular discipline gk to independent developments. In
many cases their development took not into acctinenbption for coupling with other
code. As a result, the necessary communicationdetwivolved codes often is only
possible via file 10. But file 10 is actually to la&oided or at least minimized in
targeted massively-parallel high-performance comujputs. Moreover, most of
conventionally designed process chains charactelyalirect data exchange
between process chain constituents are inflexindelack expandability.

In order to remedy the situation described befibre FlowSimulator framework
was developed in a joint project of Airbus, CassiiONERA, DLR, universities and
others. FlowSimulator aims to form a unique inteefand environment for the
assembly and the massively-parallel execution dfirdisciplinary process chains.
According to the concept of FlowSimulator the mahseiplinary codes involved in
the process chain do not exchange data with e&eh, ditut efficiently in-memory
with the FlowSimulator data manager. By doing adjvidual simulation codes of the
process chain can easily be replaced by othersmdtance a structured flow solver by
an unstructured one or vice versa. The FlowSimuldata manager as C++ core
component of the FlowSimulator framework providasadcontainers for the parallel
storage of mesh objects and the ability to exegpezations on these mesh objects in
parallel, such as mesh import/export from/into @asi data format, mesh partitioning,
mesh transformation, mesh deformation, mesh exragtmesh-to-mesh
interpolation, etc. In the same way, data contaiearst with corresponding
functionality for geometry objects which are rele/éor mesh generation and shape
optimization.

Users can easily access the functionality provigethe FlowSimulator data
manager as well as FlowSimulator-interfaced apptioa on a Python script level.
This way the user can script complex parallely exaale process chains that cover a
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complete multi-disciplinary analyis workflow comging CFD and CSM mesh
generation, the actual simulation in combinatiothvin-situ visualization, and
postprocessing actions.

The talk shows the general concept of the FlowSatoulframework, points out
essential elements of the FlowSimulator from DLBst of view which have
particular relevance for multidisciplinary applicats, e.g. for flow-structure
coupling, and highlights features of the FlowSinian a number of sample cases
and industrially relevant use cases. FlowSimuldeselopments the DLR is currently
working on and plans to work on in the future andined.
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ONERA

| THE FRENCH AGROSPACE A8 Outline

Scientific Day 2012
Multidisciplinary Analysis Workflow G | iow of FlowSimulat
with the FlowSimulator eneral overview ot Flowsimulator
(objectives, concept, etc.)

Lars Reimer « Aspects of trim simulations with FS focus on

With contributions of . . . DLR

Daniel Vollmer, Gunnar Einnarson, Stefan Gértz, Thomas Gerhold, ° ASpeCtS of CFD-CSM CouPIed simulations with FS ptl;ot_:ess
chains

Ralf Heinrich, Norbert Kroll, Andreas Michler,
Markus Ritter, Jens Neumann (all DLR),
Lars-Uwe Hansen (Airbu

i DLR e + Chart 3 > Mulidiscipinary Analysis Workflow wih the FlowSimulator > Lars Reimer + ONERA Scientiic Day > October 31, 2012

Overall Objective: Accurate Analysis for
Entire Flight Envelope i

=131
LU

€
el
Flight Control
System

CFD-based
Aerodynamics
+Mesh defo.

Structural
Elasto-Dynamics

- o .
Rigid-Body o . fiictety
3

Flight Dynamics

Requires Efficient
Multidisciplinary HiFi
Simulation Tools

wwwDLR de + Chart 4 > Mulidiscplinary Analysis Workfow with the FlowSimulator > Lars Reimer + Document > October 37, 2012

What is FlowSimulator and What Are Its Main
Objectives ?

» Numerical tool box for high-performance multi-
disciplinary simulations

« Designed for efficient massively-parallel in-memory
data exchange between mono-disciplinary codes

« Easy replacement of simulation components

E DLR

i DLR e + Chart 5

Lors Reimer 2012

What is FlowSimulator Technically ?
* FSis a bundle of Python modules which work on
a common data structure, i.e. the FSDM

« Python-based scripting layer enables rapid

wwnDLR e « Charts > W

GForge Server (http:/dev.as.dlr.de/gf)

> Lars Reimer + 32012

Check for list of existing projects

Volstandion Barecheunge | Accoontrame (Kkobuchstabes) -

prototyping of tool chains

| * devel. mainly by

00““()& FLOWSIM Environment Airbus
&
N FSControl (Pymee) * supposed to be

main access layer
for end-users (high-
level classes)

o T
e e e

FSDataManager cvymon) (=FSDM)

FSRelationModel * devel. by entire FS
FSMesh Lesiey. community
(Cos Pyton) || (Cor ! Pyman) - || Fsoatatog * open source
0?0 My (oo 1Py * provides parallel
2 data management
X m FSCommon (C++ Python) I

—~

~Join FlowSimulator |
projects of your

" interest

—~ Access developer
releases
|= Follow development
process (commit
mess.) & bugfixes

N 2

i DLR de + Chart 7

Lors Reimer 2

FS’ Design Dogma for Replaceability of Sim. Components

» NO horizontal data exchange between simulation components

retrieves
mesh mesh
(+solution) (+solution)

retrieves

Parallel Common Fl Da

v¥Simulator

Manager

ngs, Geomet

wwnDLR e « Charts >

> Lars Reimer + 342012

Trim Simulations with
FlowSimulator
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wiDLRde * Chart 9 Lars Reimer o 2012

General Longitudinal Trim Process

While trim condition not fulfilled
(here CL=CL Target, Cmy=0):
—

If Jacobian is to be updated:

Challenge:
Rotation of HTP
while preserving
the fuselage
geometry

LOOP

Computation of the Scattered Displacement Field for the
HTP Rotation: FS’ MeshTools (part of FSControl)
(48.7197, 0.0, 2.15)

htpAngle

_ base points &
extraction of displacement
surface mesh field (= r-rrot)
RMC = RelationsModelControl.FromTauParaFile(“tau.para”, DM, CC)
RMC.AttachC i Nodes = [“htpLeft”, "htpRight”];
CommonNode = "HTP”,
Origin = [48.7197, 0.0, 2.15])

rigid rot. of extr.
surf. mesh

define rotation
axis in relation
model

MeshTools = MeshTools(DM, RMC)
basePoints, displVecs =\
MeshTools.GetDefoVectorsForRotation( MeshKey = "myMesh;
ModelNodeName = "HTP”,
Axis ="Y”,
Angle = htpAngle)

pply rotation &
return displ. field

wiw.DLR de + Chart 11 > Mulidiscipinary Analysis Workflow wih the FlowSimulator > Lars Reimer + Document > October 3¢, 2012

Problem with Mesh Deformation at HTP-Fuselage
Intersection

CAD-based Preparation of the Scattered i
Displacement Fields + Mesh Deformation:

Example A350-1000:

- HTP rot. in trim computations
- Prescribed displacement field
corresponding to rigid HTP rot|:

deformed ‘

FSCAD2Mesh + FSDefoFields

S i,

s

N

2

?

uw

e —

deformed
n=+20°

i DLR e + Chart 13 Lors Reimer

CAD-based Preparation of the Scattered
Displacement Fields + Mesh Deformation:
FSCAD2Mesh + FSDefoFields

i,

deformed

Interpolation of
scattered displ. field
+ FSDefg(;ation 2

undeformed

wwnDLR de + Chart 14 . 392012

Other Strategy: Special “No-Normal-Movement” BC
of FSDeformation
displacement

of fuselage mesh point due to
effect of HTR displacement field

+ incremental
application of HTP
displacements

fuselage:

locally
tangent plane

point of jig
surface mesh

resulting displacement
used for fuselage mesh
point

displacement
field of HTP HTP

E DLR

i DLR de + Chart 15 > Mulidiscipinary Analysis Workflow wih the FlowSimulator > Lars Reimer + Document > October 3¢, 2012

Use of FSDeformations’ No-Normal-Movement BC for
Fuselage when Rotating HTP

BC 1: Displacement field for rigidly rotated HTP

[ 1]
IBC 2: Fuselage displ. field computed
internally to compensate for
geo. violation

™

i DLR de + Chart 16 > Lars Reimer + 342012

Required Input data: Cl, Cmy —

* Boundary marker of HTP

* Boundary marker of
attached fuselage part

* HTP rotation axis
(origin, direction)

* Initial HTP setting n

* Initial o

* Target lift, pitch

(trimmed state = 0)

7
n, e

FSDM
(Rel‘model,
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oA OLRde - Chart 17 e o2 W DLR de + Char 18 . .
. i . - . . . A350-1000
Use Case “Longitudinal Trim” ( Use Case “Longitudinal Trim” test case
. " : : }a A S Remark: HTP 0° indicates the initial i
FSTau baseq simulations - 5 setting of the HTP in the CFD mesh
* All computations started from free-stream conditions  A350.1000 test case: (which might be non-zero)
* AoA,,=0°, HTP,,=0°, i.e. untrimmed SOLAR mesh, 18m pts., F
« Thrust not considered yet in equation of moments engine BC 3
F CLRer+0.1
Cupert0.1 ’
E A Aol 3 Curer03
= o
CLrert0.1 / o ‘k,_,,f/ E : Gure = CLRer0.2
/.VAY E“‘ Crrer g Clrer01 & Curar0.1
CuRef 5 0 3 T
c = " e L Crr02  pacionof
CuRrer-0.1 04 y E separation Conat01
%(.\ ot z - Cere-0-1 i Cire03  onsetatHTP a0
Curet-0.2 e
N 0.1 | SN TN YOS SO YOUUY Y OV WO U U T T Ty Wy S W
123458678 910111213141516 012345 7.8 9.10111213141516
L o \ EO' CLre0.2 trim iteration | thm iteration
%/ ’-'-/ Fuselage shape retained, even for large
I E Cirer0.3 HTP rotation angles (+1° to -10°)
Eo
TP FVF FOP OOV O OV OV OV A0 AV, OV VO P P | o/
1234 5‘&"‘7i‘gr&i;911112131415‘6 234567 8901112131415 16
*
DR de + rar 19 T JAWADLR o+ Ghat20. > liciscpinary Anlysis Wrkfw vith h FiwSimuator > Lars Reimer - Document > Ocober 3, 2012
A350-1000
Use Case “Longitudinal Trim” test case Use Case “Steady Curve Flight”:
> Simpler Config., but more Complex Trim Scenario
Ini. CFD iter's. incl. ! Involved FS Tools: FSTau + FSTrim + FSDeformation
engine start-up procedure Jacobian computed only
Resawal . cwy AoA  once by forw. difference: —
ﬁ;’;‘l‘;_a E J= (dCL/da dCMy/da) o
4 = e
~39k FSTAU iter’s E dCL/dn d.CMy/dn 2 '
E « 1 AoA perturbation £, :mi .
4 4 1 HTP perturbation :
E o === J' _____________ 1 ;
s E | CL Cmy A0A | R ¢ |
E} wp g 1
E T A0t ! S i
3 wh
o E 1 :
4 1
B 1 OF =] 1 7 We assume that the aircraft is flying a horizontal curve with radius 5000m with
B 4 gw § = ! constant turn rate (angular velocity Q).
E : & : ~ Flow parameters
4 1 A 1 - Ma,=0.5,p,=101325 N/ m2, p, = 1.29 kg / m3, mass: 9295.44 kg
- B o 1 1
10°g | soéoio; ~ < _ 100000 - ‘: :
- -= il ey as vy ] 4#7
nner-iter -~ s T l o
JwnwDLR do - Grar 21 > fiispinary Analysis Worlowwith re FlonSimuatr > Lars Reimer - Docment > Octber 3 2012 wDLRde - Char22 > > Lars Reimer- w2012

Use Case “Steady Curve Flight”:
Comparison with TauPython Tool Chain

Use Case “Steady Curve Flight

35000 !
7 Trim-condition / goal function used i trimmed |
Aerodynamic forces and moments y, 30000 flight
1 p
Thrust Fy} 5 state:/
J7 Centrifugal force 3 2
& o 3 =
= Yo 3 ] = g [20000 _
0= Feaans T * % 3 TauPython: g % - %
A :, = B f15000 G
0=F, oo +Ty g —m—— s £ E
Gravity -7 Control parameters : | Initial values: K £ o000
0= Foy +T + 8 —foren P Intl values 2 £
Roll angle ¢ =0 o
0=M 0o, = (I, = 1)4,7; Pitch angle © =5° [
0=M, 0o ~ (s =11, D, Thrust N
0=M_ s = (L =1) P4, MNarieron =0°
t Mrudder =0° 5
Rate of change of angular Nyrp =0° 5 trlm‘lot 15 20

=> TauPython and FS
trim procedures yield
identical trim results

momentum

B DLR

i DLR de + Chart 24

Nastran-based CFD-CSD Coupllng with FS

CFD-CSM :‘st::;?: includes Nastran
LOOP BDF/FO6/OP4/(OP2)

wiDLR de + Chart 23> Mulidisciplinary Analysis Workflow with the FlowSimulator > Lars Reimer + Document > October 3¢, 2012

& c
nitial § = reader & BDF writer
nitial @
CFD run' g % 8 CONTROL FLOW
o L |
CFD'CSD Coup|ed FSCouple %’ § B [ FSCouple FSDeform
Simulations with cro>cso \E| 2 [8)| cso-cro :

FlowSimulator

CFD CFD CFD CFD*  CSD  defo.CSD defo. CSDdefo. CFD defo. CFD defo, defo. defo.
mesh mesh mesh CSD coupling  coupling coupling coupling coupling CFD CFD CFD

+sol.  +sol/ ©OUPling  mesh mesh mesh  mesh mesh  mesh mesh mesh
csp  Mmesh +s0l.
FSDM ren
A € 0 O pro
1/0 + system call Aero egration o
on proc. 0 a 3 Ope

# A
DLR e emory data e ange
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i DLR de + Chart 25

PyCSM*-based CFD-CSD Coupling with

* Python-based modal solver developed

by DLR Institute of Aeroelasticity:
Includes modal solver + ,&J
CFD-CSD interpolation methods

2012

FS

Current work in DLR proj.

Digital-X: partly

parallelisation

CFD-CSM LOOP

]

Initial Python Yet runs only sequentially
IIb PyCSM
CFD run callbac CONTROL FLOW
& FSCouple
. |FSTau| = CFD->CSD/
H CSD -> CFD

FSDM

CFD CFD CFD defo. CFD
mesh mesh mesh coupling
+ sol. + sol. mesh

defo. CFD  defo. defo. defo.
coupling CFD CFD CFD
mesh  mesh mesh mesh

+sol.

wwwDLR de - Chart 26

FSCouple
« Originated as a Cassidian development

* Regarded as central component for
DLR's CFD-CSD coupling chains

39202

CFD

Features of FSCouple:
« Definition of pairings
(use of FSMeshSelection)

E DLR

i DLR de + Chart 27

FSCouple
« Originated as a Cassidian development

* Regarded as central component for
DLR's CFD-CSD coupling chains

Features of FSCouple:
« Definition of pairings
(use of FSMeshSelection)

> Lars Reimer -

2012

W DLR de + Chart 28

FSCouple
« Originated as a Cassidian development

* Regarded as central component for
DLR's CFD-CSD coupling chains

> Mulidisciplnary Analysis Workflow with the FlowSimulator > Las Reimer  Document > October 3%, 2012

Features of FSCouple:
« Definition of pairings
(use of FSMeshSelection)

E DLR

i DLR de + Chart 29

FSCouple
« Originated as a Cassidian development
« Regarded as central component for
DLR's CFD-CSD coupling chains
Features of FSCouple:
« Definition of pairings
(use of FSMeshSelection)

« Parallel handling of coupling meshes, e.g.
repartitioning for improved load balance
during interpolation

« Provides interface to interpolation
methods (native FSDM methods:
FSMeshinterpolation; other external
methods via Python callback)

> Lars Reimer -

39,2012

e =)

CFD

i DLR de + Chart 30

FSCouple
« Originated as a Cassidian development

» Regarded as central component for
DLR's CFD-CSD coupling chains

> Multidisciplnary Analysis Workllow with the FlowSimulator > Las Reimer + Document > October 3%, 2012

T oo 2 )

CFD

Features of FSCouple:

« Definition of pairings
(use of FSMeshSelection)

« Parallel handling of coupling meshes, e.g.
repartitioning for improved load balance
during interpolation

« Provides interface to interpolation
methods (native FSDM methods:
FSMeshlnterpolation; other external
methods via Python callback)

Yet Missing Features:

Inter-pairing blending techniques

4 (planned to b
bLR /

e DLR de + Chart 31

Lars

FSMeshSelection*

Efficient in parallel mesh
extraction tool

Applicable to structured &
unstructured meshes

Allows intuitive boolean
operations

Mandatory to have for CFD-
CSD coupling

Nice to have for data reduction

# *part of FSDM
DLR

=open source)

-

xtraction of the
wing surface

extraction of a near-wall

A
block in struct. mesh=— <=
l// -

ﬁucﬁon: mesh|
slices by intersection|

points belonging to prisms and tetrahed

Reimer+ 39,2012

Example Applications__

/7«.

with user-defined
planes

esh Q/A: transition layer selected via

wiiDLR de + Chart 32 > Mulidisciplinary Analysis Workflow with the FlowSimulator > Lars Reimer + Document > October 3¢, 2012

FSMeshinterpolation*: Interpolation of Pressure Distrib.
LANN case, FSTAU, M=0.82, Re=7.3m,

. AoA=2.6°, SAO, 1.7 LAR h,
So far available meth‘s: OA26°, SRO, 1.7m SOLAR mesh, 8 procs

* Volume & surface
mesh interpolation

computed
press. distrib.

* Neartest neighbour
interpolation SOLAR mesh

(quad.-dom.)

. 39k surf pts, :;

* Iso-parametric H
mapping (FE \* i
shape func.) P

i ™
/csm interpolated

Planned: PARMETIS

* RBF-based
(MLS-type)

(quad.-dominant’

*part of FSDM (=open source) 2k surf nodes

DLR
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wwwDLR de + Chart 33 39,2012

FSMeshinterpolation*: Interpolation of Pressure Distrib.

LANN case, FSTAU, M=0.82, Re=7.3m,
AoA=2.6°, SAO, 1.7m SOLAR mesh, 8 procs

ars Reimer +

So far available meth‘s:

* Volume & surface
mesh interpolation

computed
press. distrib.

partitioned
« Neartest neighbour
interpolation SOLAR mesh
(quad.-dom.)
. 39k surf pts,
« Iso-parametric
mapping (FE \
shape func.)

interpolated

Csm .
. press. distrib.
Planned: PARMETIS /
« RBF-based &
(MLS-type)

hell structure
(quad.-dominant;
7k surf nodes

*part of FSDM (=open source)

wiDLR de + Chart 34 > Mulidisciplinary Analysis Workflow with the FlowSimuator > Lars Reimer + Document > October 3¢, 2012

FSMeshinterpolation*: Interpolation of Pressure Distrib.
LANN case, FSTAU, M=0.82, Re=7.3m,
AoA=2.6°, SAO, 1.7m SOLAR mesh, 8 procs

So far available meth‘s:

* Volume & surface
mesh interpolation

computed
press. distrib.

* Neartest neighbour
interpolation SOLAR mesh
(quad.-dom.)

. 39k surf pts,
* Iso-parametric

rr;]appir}g (FE \ - )
shape fune. csM interpolated N
Planned: press. distrib
PARMETIS
* RBF-based
(MLS-type)

hell structure
(only tria‘s)

“part of FSDM (=open source) 7k surf nodes

DLR

2012

i DLR de + Chart 35

FSMeshinterpolation*: Interpolation of Pressure Distrib.
LANN case, FSTAU, M=0.82, Re=7.3m,
AoA=2.6°, SAO, 1.7m SOLAR mesh, 8 procs

> Lars Reimer -

So far available meth‘s:

* Volume & surface
mesh interpolation

computed
press. distrib.

« Neartest neighbour

interpolation ;SOLngmes)h
quad.-dom.
i 39k surf pts,
« Iso-parametric
mapping (FE \!
shape func.
P ) /CSM interpolated N\
Planned: press. distrib
« RBF-based
(MLS-type)

hell structure
(quad.-dominant,

*part of FSDM (=open source) 25k surf node:

wiDLR de + Chart 36 > Mulidisciplinary Analysis Workflow with the FlowSimuator > Lars Reimer + Document > October 3¢, 2012

FSMeshinterpolation*: Interpolation of Displacements

(csm NASTRAN )
. .

So far available meth‘s: Quad.-based _~ load case

* Volume & surface surf. mesh

32k surf nodes

mesh interpolation

» Neartest neighbour

interpolation =~

- NASTRAN solution

RCB

+ Iso-parametric partioned "%
mapping (FE . mesh N ‘ >,
shape func.) 7~ N
CFD
Coarse tria.-
Planned: based surf.
* RBF-based T::h .
su * - 4
(MLS-type) pts, i ‘L
RCB interpolated

partitioned CSM displacements 3

*part of FSDM (=open source)
mesh

DLR F6 case
DLR

i DLR de + Chart 37 > Lars Reimer - 39,2012

Use case ,,F12“: Static Aeroelastic Simulation

FSTau + FSCouple + PyCSM + FSDeformation
20 CSD modes used, PyCSM on proc 0

start of CFD-CSM coupling

M=0.2, Re=1.27m, AoA=8°
SAO turb, model

10°

—

AEC config.

residual

—— AEC config.
— jig config.

T
L

jig config.

L L
20000 40000
CFD iterations

wiDLR de + Chart 38 > Mulidisciplinary Analysis Workflow with the FlowSimuator > Lars Reimer + Document > October 3, 2012

Use case ,,HIRENASD": Dynamic Aeroelastic Simulation

FSTau + FSCouple + PyCSM + FSDeformation
Test 143: o

+ M=0.8, Re=7m, a=1.5, f,,,=26.92Hz
« Excitation of 15t bending mode

magnitude(c'y/a‘1s,)

HIRENASD §

S structure
1%t bend.
mode

‘ phase(c'y/a‘1sy) ‘

0 1 =
“ sec.4 0 o7
- A -180 S photograph of HIRENASD
modelin ETW's est section
+ " Y
T
sec.5 K
AN v
i
e =
y on | 1§
aeroelastic ?\\\A S8 I/
equilibrium [N 2] Yy
config. 5 s Y6 . Results by courtesy of DLR

Institute for Aeroelasticity
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FSTau+

.
FSTau+ Q FSCouple+
FSCouple+ | = | FoTrim || FSMesh ||FSDeform|| _PycSM+
PyCSM+ . Tools FSDeform.+
.
FSDeform. )3 mesh A+B

CFD defo.CFD  CL, AoA, AoA, Scat. Scat defo. defo.
mesh mesh CMy HTP  HTTP, data Data, CFD  cpp CFD
FSDM +sol. CFD CFD  mesh  mesh mesh
\ mesh A+B + sol.
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Example Application of -FS Interface

Example case:

« A350 elsA mesh family incl.
Chimera aileron, rigid config.

« ~180 snapshots on different
meshes (diff. topo.; diff. pt. no.):
M =0.2,...,0.96 (6)
AoA =-5°, ..., +8° (10)
Al =-15°, ..., +10° (3)

« PODRacer with DLR-SMART

Shik

SMART = Surrogate Modeling for AeroData Toolbox

Update POD basis

Movie by courtesy of Airbus
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wiw.DLR de + Chart 41 > Mulidiscipinary Analysis Workflow with the FlowSimulator > Lars Reimer + Document > October 3¢, 2012

Co-processing-based Visualisation

Benefits:

+ Online monitoring

« Data reduction

* In parallel with sim.

w/o file I/O

Parallel graphical data proc.

HPC cluster

Socket-

LiveDataSource

Reverse 47 Sierng &
connection endering
data transfer

CoProcessor

Implementation:

« Based on ParaView
(version 3.9 + small own
modifications)

* Uses ParaView-
CoProcessing lib for
Python-based integration in
simulation

« FSinterface available and

applied at Airbus

Local workstation

wwDLR de + Chart 42 > Multdiscipinary Analysis Workfiow wilh the FlowSimulator > Lars Reimer + Document > October 39, 2012

Co-processing-based Visualisation
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Summary
* Potential of FS demonstrated for multidisciplinary

parallel analysis

* DLR strives to use FS for all multidisciplinary
simulations in the near future

* DLR takes over maintenance of FSDeformation

* DLR will further develop FSTrim, FSDeformation,
FSCouple, FSDM and will contribute FS6DoF

* With ongoing FS development more synergy effects of
ONERA and DLR contributations can be expected

wwwDLR de + Chart 44 > Mulidiscplinary Analysis Workfow with the FlowSimulator > Lars Reimer + Document > October 37, 2012

Examples of Currently Running Projects Involving DLR
with Extense Usage and Development of FlowSImulator

+ DLR project DIGITAL é

» German Aerospace Research Programme (LuFo)
project

» CFD4Loads project (initiated by Airbus)
@) AIRBUS

__Oonera TRRAr

DLR

E DLR

wiw.DLR de + Chart 45 > Mulidiscipinary Analysis Workflow with the FlowSimulator > Lars Reimer + Document > October 3¢, 2012

End




2.6 D. Snyder (CD-adapco) 31

2.6 D. Snyder (CD-adapco)

Abstract: Onera Scientific Day 2012

STAR-CCM+: A New Approach to Numerical Simulation
Deryl Snyder, Ph.D.
CD-adapco

If asked for the basic definition of CFD, the most common response will likely be something similar to:
numerical methods and algorithms to solve problems involving fluid flow. From an industrial standpoint,
however, CFD is more than that. It is a tool to design and/or analyze components or systems that have
some aspect related to fluid flow. There is a key difference between the two definitions. The first is
essentially referring only to the CFD solver. The second incorporates the entire CFD process, from the
input geometry definition through the final desired data extracted from the numerical solution. This is
the definition that is important to keep in mind when discussing CFD workflow. To that end, | will
present the integrated CAD-to-solution workflow developed within STAR-CCM+, the flagship general-
purpose, high-end physics, CFD-focused CAE tool from CD-adapco.

Solution and

Robust Post-Processing
Unstructured

Meshing

Geometry
Cleanup

Native CAD
Model

Figure 1. STAR-CCM+ integrated workflow; from native CAD geometry through post-processed solution.

Today, one of the greatest challenges facing the aerospace industry is remaining at the forefront of
innovation while coping with reduced budgets, increased performance requirements, and intense
competition. CFD, along with other computer-aided simulation tools in various disciplines, is critical in
successfully facing this challenge. Not surprisingly, CFD analysis trends seen throughout the industry
include increased physics and geometric complexity, coupled with shortened schedules. In addition,
there is a desire to utilize CFD earlier in the design process in order to achieve a greater impact on the
final design. To do so, the process needs to be fast, repeatable, and automated. Currently, on the order
of 65-80% of the engineer’s time spent on CFD analysis is in the pre-processing stage, so obviously this is
an area where time-reducing capabilities in the workflow can have large returns. These factors are at
the heart of the design of the STAR-CCM+ workflow.
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Figure 2. STAR-CCM+ integrated workspace, including tree-structure access to settings and information
for the geometry, meshing, solution, and post-processing components of the analysis process.

Key components to the workflow are highlighted below. These will be discussed in detail in the final
paper and presentation.

1. Asingle software program for the entire CFD analysis process. This is the primary differentiator
of the STAR-CCM+ workflow, and goes beyond building a single user interface for multiple, but
individual, software components. By integrating all components into a single program, an
efficient pipeline is created, where geometry, mesh, solution, and post-processing are all “two-
way” coupled, allowing greater flexibility and giving the engineer greater insight into the results.

2. Handling of CAD geometry. Dealing directly with CAD tools and CAD files is necessary to
efficiently cope with design modifications expected at the early stages of the development
process. Several approaches are available, including integration directly into CAD tools, directly
importing native CAD file formats, and construction of CAD geometry directly within the CFD
program. In all cases, the ability to parameterize the geometry is important.

3. Geometry preparation. In this part of the workflow, the CAD geometry, which is often of poor
quality, is converted into a closed volume ready for meshing. Approaches for doing so include
surface wrapping — which automatically de-features, closes gaps, and determines leakage paths
— or surface repair tools.

4. Mesh generation. For industrial applications, the use of unstructured meshes has proven to be
the method of choice, and continues to gain popularity. Many studies (published and
unpublished) have shown that properly-built unstructured meshes can produce results of the
same quality as structured meshes, but at a greatly reduced mesh generation cost. Advanced



2.6 D. Snyder (CD-adapco)

6.

meshing algorithms that employ general polyhedral cells are used to produce quality meshes on
complex geometries.

Physics solution. In addition to robust and accurate numerics, advanced algorithms for solution
initialization and convergence steering allow the engineer to be more hands-off during the
solution phase.

Post-processing. Real-time post processing, even on large computing clusters.

Other aspects of the workflow that will be discussed:

1.

Client-server architecture. This software approach allows interaction with the program during
any stage of the analysis on remote computers, including large computing clusters. In addition,
this allows multiple users to connect to the same simulation simultaneously, resulting in a truly
collaborative procedure.

Automation. The complete CAD-to-solution process is automated using a unified macro in order
to improve efficiency and hardware utilization, as well as incorporate best practices into the
solution process.

33
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@D-adapco

STAR-CCM+: A New Approach to Numerical
Simulation

D. Snyder

@D-adapco

« 30+ year-old engineering software and services company
+ Headquartered in New York and London
« Largest independent CAD/CFD provider

— 600+ employees in 25 offices

CD-adapco: Company Introduction

.
a3 —
o]

+ STAR-CD = B
— Legacy CFD solver (. V. % ’_
tometiv ICE) g E ST A R
w e SRR |
D-based .y AN

o

¥

(0

. s
analysis tool =y 5=
h: oY A
255 e B ~
* Headquarters
® Major Development
o e
Cotghe b B i s

Typical Use of CFD in Aerodynamics

Classical / S pirical / Vortex

— Feasibility studies

— Determine problem bounds

— Perform initial sizing/trades

+ CFD

— Higher fidelity solutions to refine the design

— Refined performance estimates

— Identify possible trouble areas

— Identify flow phenomena

— Estimate interference/installation effects

— Down-select for wind tunnel testing

— Determine expected WT loads
(instrumentation selection)

Wind tunnel tests

— Final down-select

— Final aerodynamic performance

@D-adapco

pirical / Vortex 1
~ Feasibility studies panding CFD in the design
_ Determi | process:

e ermln.e.;?rob.e.m bounds B iees the time and
— Perform initial sizing/trades money spent on WT tests
CFD (fewer, smaller, more

— Higher fidelity solutions to refine the design focused WT tests)
Refined performance estimates - Provides L”szgh‘.to
Identify possible trouble areas BISXSIthe design
| !fy : ! h N = - Reduces the number of

~ Identify flow phenomena design iterations
— Estimate interferencef/installation effects
Down-select for wind tunnel testing

Determine expected WT loads
(instrumentation selection)

Wind tunnel tests
— Final down-select
— Final aerodynamic performance

Typical Use of CFD in Aerodynamics

Classical / S

This necessitates faster turnaround
times (for both the initial solution
and subsequent design
modifications)

Accurate physics modeling is still
important!

The Integrated Process

Solution and
Post-Processing

Unstructured
Meshing

Geometry
Cleanup

The Goal: Reduce overall
simulation time while
maintaining advanced physics

Native CAD Geometry

The Tree / Solution Pipeline

L6_Deme._Covy

CFD Representations

Numerics

Example Case

+ Landing gear attached to partial fuselage
* Full N-S solution
+ Geometry created in multiple formats

CAD Geometry

CADClient £

Transmit File:
Native CAD, Neutral or
Tessellated

Surface Preparation

\ & Organization Geometry Parts

Simulation ready mesh
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CAD Geometry

CCD-adapoo

Parasolid

STL (Tesselated)

N 3D CAD Modeler

Surface Preparation

Automatic Surface Wrapper to prepare
complex/dirty geometry

— Automatic boundary extraction

— Feature detection and automatic refinement
— Automatic de-featuring

— Global and local control of all settings

Surface repair tools P =
— Manual and/or automatic tools
— De-feature, fill holes, repair, imprint, split, etc.
3D CAD Modeler to generate / modify
geometry

Wrapped Surface

Surface Wrapper

Surtace Bagnostis

Automatic Surface Remesher

* Re-triangulates a closed
surface
— Generates a quality triangle
surface mesh used as basis for
volume mesh

— Sizing controls

* Global / Region / Surface / Edge
— Maintain CAD features
— Curvature-aligned meshes

Curvature Refinement

Remeshed Surface

@D-adapco

Tetrahedra
- Legacy purposes

Polyhedra

- Varying flow direction
- Recirculating Flow

- Vortical Flow

Unstructured Hex
(Cartesian)

- Well defined primary flow
direction

Automatic Prism Layer Generation

* Robust for complex geometry

+ High quality

— Grid lines normal to the wall

— Consistent near-wall thickness

* Full refinement control

— Number of layers

— Stretching function

— First layer thickness

— Total extrusion layer thickness

« Automatic geometry-based

thickness adaptation

— Compression

— Retraction

« Advancing Layer Mesher

— Smooth, pseudo-structured growth
from wall boundaries

— Better align grid lines with streamlined
flow, shocks, etc.
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Volume Mesh

Physics Modeling

Density- and Pressure-Based
Flow Solvers

— Robust, stable, accurate

— Incompressible through hypersonic
— Advanced initialization and
convergence acceleration routines
Full set of turbulence models

— Boundary-layer transition models
— Multi-Species Flow

@D-adapco

Sotution Time 100.908 (5)

— Combustion

Multi-Physics

— CHT/ Thermal Stress

— Aeroacoustics

— Fluid-Structure Interaction
— Electromagnetics

Solution/Post Processing

» Post processing can be performed concurrent with solution
— Scenes, reports, monitors, plots, integrals, etc.

« Serial/Parallel

» Workstation/Computing Cluster

Engine Thermal

+ Original Process: 2 months to generate

mesh
— No prism layer
— Simplified geometry

« STAR-CCM+ full CAD model: 1 week

(including solution)

Rotorcraft Hub Drag: Mesh

Hub drag contributes up to 30%
of total vehicle drag

Prediction of total hub drag and
contribution of each component
is desired

Simplified “classical” approach
does not provide consistently
accurate results

Meshing complex geometry has
been too expensive (weeks to
months) so CFD has not been
used.

STAR-CCM+ CAD-to-mesh in
2 days, keeping full complexity

Rotorcraft Hub Drag: Results

« DES Solution, Rotating Hub
« Component buildup
« Worst-Case error < 7%
— Significant improvement
« Valuable frequency data

ot
aw SRR

oo

Eaze o

gegeescs

Normalized Drag Relative to Experimental Base.

= Prediction
mTest

S

Missile Aerodynamics: Mesh

Retaining complex geometric
features (lugs, straps, steps, etc.)
necessary to achieve desired
accuracy

Robust prism layer generation
Refinement regions to capture
bluff body wakes, base pressure,
etc.

Fast turn-around time. Pre-
processing time reduced by a
factor of 5 over previous tools.

Lockheed Martn Public Release: ORL201102002

Missile Aerodynamics: Results

Mok 0s0smOCH:

M 050 SumCOM1

© Vil 150 S

¥k 0.50 Tl

M 075 SO

o w175 Spon
75

» 5

Alpha (ds2)

» »

Lockheed Martin Pubic Release: ORL201102002
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Automation/Customization

Field Functions

Mathematical expressions to manipulate
solver data
JAVA-based Macros

- Pre-processing, Solution, Post-Processing
Interactive or batch runs
Custom GUIs
Engineering Document Generation

Modern Software Architecture

@D-adapco

Parallel Meshing, Solution, Post-processing

— Transparent to the user

Client-Server Software Model

— Server runs on cluster

— Client (GUI) runs on workstation
« Interface/Graphics

— Multi-user Collaboration

» Directly build reports, spreadsheets, Import /Organise CAD + Designed for Multi-physics )
presentations, etc. — Flow, thermal, stress, FSI, acoustics,
Combines “execution macros” Set Continua / Boundaries electro-chemical, etc.
with “user-functions” in the same Mesh & Repair surface o
i E68 Meh Sohton Teok Wedow Hol
code. Ra@% =8 > eus XY
Volume Mesh
Sorars -
. ity oot Preperies ve
Setup post processing it 8 ;
Run Popenes
Output Results . °
Optimate Conclusion @o.auam
+ STAR-CCM+ Add-on .
: ‘i”tt"’e’;‘ig;"é:p‘l’g'rta':ig:t,\;‘;gpt'“9 e + STAR-CCM+ Integrated Workflow
— Optimization Mode - - o

* Inputs ; ;
— One existing simulation file o=
— Description of your design space T
* Outputs
— Post-processing data from runs —
— Plots describing design trends
Special licensing suited for large clusters

Extract Identify Your Specify Outputs Submit Post-process
Variables From Design Space Analyses to
Simulation File ueue
-Design parameters ] +Define variable “Report values R . y
-Part swapping ranges, sampling +Scene images. Run jobs sequentially | -Plot design trends
~Boundary conditions. +Couple with +Plot images.

~Identify best designs
o optimization

eports -Design of
Experiments

— CAD-to-Mesh times typically reduced by factor of 2-10

— “Full-physics” Navier-Stokes solutions

— Automation from CAD preparation through post-processing
« Client-Server Architecture

— Parallel Mesh/Solution/Post-Processing

— Interaction with computing cluster

— Multi-User Collaboration
« Successful in significantly reducing

CAD-to-Solution time

Solution and
Unstructured  Post-Processing
Meshing

‘Geometry

Cleanup

Native CAD Geometry

@}Cb-adapco

Accuracy - Flexibility - Efficiency - Experience
What do you expect from your engineering simulation software?
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2.7 V. Morgenthaler (ANSYS France)
Abstract: Onera Scientific Day October 3, 2012

Simulation Driven Product Development with ANSYS Workbench platform
V. Morgenthaler
ANSYS France

In developing new products, organizations face complex and sometimes competing pressures like
never before. It has to be affordable for customers, priced to turn a profit, and must work as
promised. The challenges don’t stop there: Product lifecycles are shrinking, global competition is
increasing and customer expectations are higher than ever.

As products grow more complicated, the engineering challenges become harder to solve. And the
methods and tools used to develop and test yesterday's products may no longer be applicable today.

Few product systems are affected by just one physical force. In the real world, products undergo a
wide range of thermal, mechanical, electromagnetic and fluidic forces. Consequently, any system-
level assessment must include multiphysics considerations to accurately predict performance.

This implies that the CFD workflow should be made effective and efficient for CFD simulations but
also to perform multiphysic and multi-scale product design simulations.

Trapezoidal (Trap) Wing Model Aeroelastic simulation of air engine fan

The ANSYS Workbench platform is the framework upon which the industry’s broadest and deepest
suite of advanced engineering simulation technology is built. An innovative project schematic view
ties together the entire simulation process, guiding the user through even complex multiphysics
analyses. With bi-directional CAD connectivity, powerful highly-automated meshing, a project-level
update mechanism, pervasive parameter management and integrated optimization tools the ANSYS
Workbench platform delivers unprecedented productivity, enabling Simulation Driven Product
Development.
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This presentation will first introduce the concept of ANSYS Workbench platform, then detail the CFD

workflow with several key features and finally demonstrate how the CFD workflow fuel and fit into

multiphysic, multiscale Simulation Driven Product Development.
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Realize Your Product Promise™

=

Simulation Driven Product Development
with ANSYS Workbench platform

Fluid Dynamics Structural Mechanics Electromagnetics Systems and Multiphysics

V. Morgenthaler
Onera Scientific Days
3/10/2012

What is ANSYS Workbench?

Integration Framework

« Integrate existing ANSYS tools
« Enables integration of 3-party tools

Application Framework

« Develop state-of-the art user interfaces and applications
« Innovative Ul design, Ul toolkit

Common Tools and Services Framework

« Parameter Management
« Units and Expressions
« Journaling/Scripting/Batch execution

2 ©2012ANSYS, Inc.

Common Simulation Workflow & Tools

Geometry

Mesh

Setup
Common Easy to .
Engineering Understand, to Flexible &
Robust
Language Collaborate
Re-use
standard

methodologies

Results
o Definition of
Physics aware
the process
L] © 2012 ANSYS, Inc.

Comprehensive Multiphysics
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Show Progess | * Sow O Mg

Controlled
solution

mapping

Automated
data transfer

Drag-and-drop
multiphysics

4 ©2012ANSYS, Inc.

h ANSYS CFD

* 5 solvers

Pressure based
coupled implicit

Pressure based
segregated implicit

Pressure based

couped implicit

turbomachinery
oriented

Density based
coupled implicit

Density based
coupled explicit

* All of them can adress all physics
* The most effective solver can be selected

5 ©2012ANSYS, Inc.

Explicit coupled multi-physics

simulation of high power RF filter
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h Implicit and transient system coupling
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8 ©2012 ANSYS, Inc.

Workbench Platform
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w Powerful enabling tools

Management

o

Design

Exploration
an

Optimisation
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MCAD/ECAD
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Fhid Flow

Interactive

Processing

MCAD/ECAD Connection

1

Industry-leading
CAD-neutral CAE
integration

bidirectional, associative
and parametric
MCAD interfaces

Readers without live CAD
access

Extend to support faceted

data

©2012 ANSYS, Inc.

w Geometry Modeling

12 ©2012 ANSYS, Inc.

Feature based & direct modeling

Two approaches are available

Meshing Tools

ANSYS Meshing ANSYS Extended

* Workbench Meshing
* Automatable * ICEM CFD

* Parametric * TGrid

* Persistent * Advanced Tools in
ANSYS Meshing

©2012 ANSYS, Inc.

Application-

Specific

 TurboGrid for
bladed components

* |IC Engine

¢ Thermal Electronics

h Post-Processing

3

Fast access to
standard

Difference Plot

results
Multiphysic

treatment

creation

| S |

16 ©2012 ANSYS, Inc.

High level of
customization

post- Multi-projects

Easy Automatic
animations Simulation
Report

7

* ANSYS DesignXplorer

* Easily advance from one-off '

simulation to DOE and
optimization studies

* Response surface
* Goal Driven Optimization

* Six Sigma Analysis

©2012 ANSYS, Inc.

Design Exploration and Optimization @

" | = Pesgoree Fores.

" 5 v

T
V@ Loc Snstrey

Resporse Port

h Example of Design Exploration

Rotation
Parameter

Length
Parameter

18 ©2012 ANSYS, Inc.

Incident
Angle

e o
Velocity

Pressure

19

* MATLAB (Mathworks)

* modeFRONTIER (Esteco)
* optiSLang (Dynardo)

* RBF-Morph

* Sculptor (Optimal)

* Sigma Technology (10SO)
* TOSCA (FE-DESIGN)

* and more...

©2012 ANSYS, Inc.

Open to optimization partners
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Tosca structure by
FE Design

Non parametric
optimization
solver (topological
optimization)

D& Shaping the future of simulation

ANSYS Workbench fully integrates ANSYS CFD Workflow but also enables :

* Workflow Customization

= Multiphysics simulation (Structural Mechanics — Low & High Frequency
Electromagnetism)

* Design Exploration and Optimization

 Simulation data Management and Capture Best Practices

* Clustering and HPC

Our produts are following ANSYS Simulation Driven Product
Development Strategy and accelerate Innovation.

2 ©2012 ANSYS, Inc.
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CFED Workflow: Meshing, Solving, Visualizing ...

Components for an Integrated CFD Workflow
for large scale Multidisciplinary Simulations

Charles Hirsch
Prof. Em. Vrije Universiteit Brussel
President, NUMECA Int.

ABSTRACT

The current evolution in the aeronautical field towards high-fidelity simulations, including
multi-physics, calls for a new approach of the complete CFD-multi-physics analysis and
subsequent optimization chain.

High-fidelity simulations imply indeed a higher level of description of geometrical features,
leading to very large meshes; to more accurate physics, such as required by broadband noise
estimations, or fluid-structure couplings for aero-elastic stability. This leads to problem
settings with large grids and large CPU times, even on large-scale parallel computers. In
addition, pre-processing of large grids or post-processing of terabytes of data, such as
resulting from large scale LES simulations, pose new challenges to the simulation chain.

A main objective of computer aided engineering (CAE) and virtual prototyping (VP),
associated to multidisciplinary optimization, is the drastic reduction of the turnaround time
needed for a given simulation. This is essential, since any design has to be achieved within a
fixed, often quite restricted time framework and with a shorter turnaround time, more trials
can investigated in the design space, increasing hereby the likelihood of coming up with a
better final design.

This objective covers all aspects of the CFD Workflow: automatic high quality mesh
generation, including CAD cleaning; very fast solvers; multiphysics analysis and
optimization; highly efficient post-processing for large data sets.

Several of these components will be presented.
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Example of high-fidelity grid generation with Hexpress/Hybrid™
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Abstract: Onera Scientific Day 2012

Recent Advances in Quad Meshing

C. Geuzaine
Université de Liege, Belgium

J.-F. Remacle, E. Marchandise
Université Catholique de Louvain, Belgium

There exist essentially two approaches to automatically generate quadrilateral finite element meshes.
With direct methods, quadrilaterals are constructed at once, using either advancing front tech-
niques [1] or regular grid-based methods (quadtrees) [2]. Indirect methods, on the other hand, rely
on an initial triangular mesh and apply merging techniques to recombine the triangles of the initial
mesh into quadrangles [3, 4]. Other more sophisticated indirect methods use a mix of advancing
front and recombination [5].

In this talk we will report on our recent efforts [6, 7] to design an indirect quad meshing algorithm
that can produce high-quality quadrangular meshes, with speed and robustess that approach those
of classical triangulation algorithms. The resulting algorithm is readily available for testing in the
open source mesh generator Gmsh [8].

The talk will focus on the following elements:

e Reparametrization of surfaces and construction of cross fields [9, 10];
e Generation of triangular meshes in the L norm, suitable for recombination into quads [7];

e Recombination of triangular meshes into fully quadrangular meshes using graph-theoretical
approaches [6].
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Recent Advances in Quad (Re)Meshing

C. Geuzaine
University of Liege
Dept. of Electrical Engineering and Computer Science

Institut Montefiore B28
October 3, 2012
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Surface meshes

Surface triangulations can be generated
o either directly in the embedding 3-D Euclidean space

e orinthe parametric plane of the surface, which is far more robust
(Delaunay and variants)
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Unfortunately...

In many cases we don’t have a (good) parametrization of the surfaces

Example 1: biomedical simulations

® Require high-quality meshes
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Unfortunately...

In many cases we don’t have a (good) parametrization of the surfaces

Example 1: biomedical simulations

® Require high-quality meshes
® Triangulations (STL) obtained
from imaging techniques are of
low quality:
® oversampled
e non-Delaunay
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Unfortunately...

In many cases we don’t have a (good) parametrization of the surfaces

Example 1: biomedical simulations

® Require high-quality meshes

e Triangulations (STL) obtained
from imaging techniques are of
low quality:

e oversampled
e non-Delaunay

e Recover high quality surface
mesh from low-quality inputs
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Unfortunately...

In many cases we don’t have a (good) parametrization of the surfaces
Example 2: CAD data
e Geometric models contain

many patches (e.g. 852 in CATIA
model of landing gear)
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Unfortunately...

In many cases we don’t have a (good) parametrization of the surfaces
Example 2: CAD data

e Geometric models contain
many patches (e.g. 852 in CATIA
model of landing gear)

o Not suitable for FE analysis:
o small model edges/faces
e lead to poor quality triangles
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Unfortunately...

In many cases we don’t have a (good) parametrization of the surfaces
Example 2: CAD data

e Geometric models contain
many patches (e.g. 852 in CATIA
model of landing gear)

o Not suitable for FE analysis:
o small model edges/faces
e lead to poor quality triangles

e Mesh group of patches instead
of single patches

€. Geuzaine - Onera Scientific Day - Oct. 3 2012
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Unfortunately...

In many cases we don’t have a (good) parametrization of the surfaces

Example 3: Quad meshes need orientation information

Yeross

Lcfoss e Contrary to triangles, quads are
intrinsically “oriented” (they
follow some main “directions”)
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Unfortunately...

In many cases we don’t have a (good) parametrization of the surfaces

Example 3: Quad meshes need orientation information

e Contrary to triangles, quads are
intrinsically “oriented” (they
follow some main “directions”)

o |If meshing in parameter space,
need conformal mapping that
preserves angles

€. Geuzaine - Onera Scientific Day - Oct. 3 2012 5
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In this talk

Remesh using triangles and quads by solving PDEs to compute a
conformal parametrization on an initial mesh

Joint work with:

e J.-F. Remacle

e E. Marchandise

e E.Bechet

e T. Mouton

e T. Carrier-Baudouin
e A.Johnen

e E.Sauvage
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In this talk

Remesh using triangles and quads by solving PDEs to compute a
conformal parametrization on an initial mesh

Related papers:

e Gmsh: a finite element mesh generator with built-in pre- and post-processing facilities, International Journal for
Numerical Methods in Engineering, 79(11), 130901331, 2009.

e High-Quality Surface Remeshing Using Harmonic Maps, International Journal for Numerical Methods in
Engineering, 83(4), pp. 403-425, 2010.

e Quality meshing based on STL tri for bi
Methods in Biomedical Engineering, 26(7), pp. 876-889, 2010.

e High Quality Surface Remeshing Using Harmonic Maps. Part Il: Surfaces with High Genus and of Large Aspect
Ratio. International Journal for Numerical Methods in Engineering, 86(11), 1303-1321, 2011.

«  Quality open source mesh ion for cardi Sflow si Springer Series on Modeling,
Simulation and Applications, to appear, 2011.

e Blossom-Quad: a non-uniform quadrilateral mesh generator using a minimum cost perfect matching algorithm,
International Journal for Numerical Methods in Engineering, 2011.

Afrontal Delaunay quad mesh generator using the Le norm, International Journal for Numerical Methods in
Engineering, 2012.

Journal for Numerical
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1. Start from an initial triangulation
2. Compute an adequate mapping

3. Use robust planar algorithms to build a finite element mesh
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Triangular meshing with parametrization

(1) Initial triangulation

(4) Final mesh

(2) Parametrization (3) Remesh in parametric space

€. Geuzaine - Onera Scientific Day - Oct. 3 2012 8
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(1) Initial triangulation

(2) Conformal Parametrization (3) Right triangles in parametric space
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Outline

e Computing maps
e Automatic triangular remeshing

e Automatic quadrangular remeshing
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Outline

e Computing maps
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Reparametrization of triangulated surfaces

A reparametrization procedure aims at finding an diffeomorphism that
maps a complex triangulated surface § into another one 8* that has a
well-known parametrization (e.g. the plane):

xe8c R —ux)es* cR?

oy

T
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Compute u(x) with conformal harmonic map

Minimize the conformal energy:
1 n 2
Ersem(u) = s 3 ‘Vu 7Vv‘ ds,

where 1 denotes a counterclockwise 90°rotation in &

The discrete minimization problem is equivalent to solving

(2 8-

]
i Qn

(&

aqn

Le
where 4 is a symmetric positive definite matrix A= [sVbr-Vojds

and C is an antisymmetric matrix Cy; = js n- (Vo x Vj) ds
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Compute u(x) with conformal harmonic map

How to assign proper boundary conditions?
1. pin down two vertices (Levy 2001)
2. constrain the system and solve it using spectral theory (Mullen 2008)

The eigenvector u* (Fiedler vector) associated with the second smallest
eigenvalue A of Lou* =Au* is solution to the constrained minimization
problem:
u*= argmin u‘Lgu
u,ute=0,utu=1

€. Geuzaine - Onera Scientific Day - Oct. 3 2012
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Compute u(x) with conformal harmonic map

Pinned down Spectral
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Outline

e Automatic triangular remeshing

€. Geuzaine - Onera Scientific Day - Oct. 32012

1. Compute G =2, Np = 0,7|g=0
2. If needed split/cut mesh into different partitions of zero genus
3. Remesh the lines at the interfaces between partitions

4. Compute mapping for every partition
5. Remesh the partition in the parametric space

€. Geuzaine - Onera Scientific Day - Oct. 3 2012
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How to split the mesh?

Human lung .
-
n =89 N‘

€. Geuzaine - Onera Scientific Day - Oct. 32012

Multiscale
Laplace

Max-cut
partitionning
based on
multiscale
Laplace map

Efficiency of the remeshing procedure

Time spent in the different steps

8%

® Partition mesh (1-2)
Parametrize (harmonic map) (3)
3% Remesh Lines (4)

Remesh Partitions (5)

76 %

Total time to remesh initial mesh of 25k triangles is 9s.

CPU time < 100s for mesh of a million triangles

€. Geuzaine - Onera Scientific Day - Oct. 3 2012 20
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Cross-patch meshing

Cross-patch meshing
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Outline

e Automatic quadrangular remeshing
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Start from
triangulation,
and perform
greedy matching
(non-optimal)

€. Geuzaine - Onera Scientific Day - Oct. 32012

T=10.888825

T=0.855715

Indirect approach to quadrilateral meshing: half-size

Low-quality full-
quad approach,
by subdivision

aall i d
€ Geuaine - Onera Scentic Day - Oct. 32012 T =10.854955 T=0.838941 T=10.790898 2
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Indirect approach to quadrilateral meshing: Blossom
Build G(V, E, ¢) an undirected weighted graph, with 'the set of ny

vertices, E the set of ng undirected edges and ¢(E) = Z c(eij) an
edge-based cost function
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Indirect approach to quadrilateral meshing: Blossom

A matching is a subset £’ C E such that each node of V' has at most
one incident edge in E’

€. Geuzaine - Onera Scientific Day - Oct. 3 2012 2
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Indirect approach to quadrilateral meshing: Blossom
A matching is perfect if each node of V' has exactly one incident edge

in E. A matching is optimum if ¢(E’)is minimum among all possible
perfect matchings
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ug

Indirect approach to quadrilateral meshing: Blossom

The Blossom algorithm (Edmonds 1965) solves the problem of optimum
perfect matching in polynomial time O(n?-ng)

The worst-case complexity of Blossom has been steadily improving since
then: Lawler and Gabow achieved O(@#, Micali and Gabow
improved it to O(nyng logie,gyrrent best known result in
termsof and nyis ng  O(ny(ng +log(ny))

There is also a long history of computer implementations of the
Blossom algorithm, starting with the Blossom | code of Edmonds,
Johnson and Lockhart. We use the Blossom IV code of Cook and Rohe,
that has been considered for several years as the fastest available
(http://www?2.isye.gatech.edu/~wcook/blossom4/)

€. Geuzaine - Onera Scientific Day - Oct. 3 2012 30
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Indirect approach to quadrilateral meshing: Blossom

Finding if a perfect matching exists is (sharp) NP complete

However, a perfect matching is
guaranteed to exist for cubic graphs

Engineer’s solution: add extra edges
to make our graphs closer to cubic

€. Geuzaine - Onera Scientific Day - Oct. 32012 31
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Indirect approach to quadrilateral meshing: Blossom

T=0.888825 T=0.839313 32
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Reparametrization + Blossom

Stanford bunny

Aneurysm
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Reparametrization + Blossom

T =0.842549 T=10.856247

CPU time: approx. 20s (5s for Blossom)

€. Geuzaine - Onera Scientific Day - Oct. 3 2012 3
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Major problem for indirect approach

4

A “perfect” equilateral triangular mesh contains about 2/\/5 times too
many vertices to make a “perfect” quadrilateral mesh

Idea: mesh generation in L°° norm

The L°° norm is not invariant by rotation = quads should be oriented

We compute a cross-field to give the orientation of a local system of
axes in the parameter plane. The local value of the cross-field is defined
up to rotations by 7/2 = propagate «(u,v) = a(u,v)+ ib(u, v) = *10(®?)
through a harmonic map

Yeross

Lefoss

(]

C Geuine - Onera s Day-Oct. 3 2012 35 | | ceutaine - onera scentiepay - 0ct 3 2012 3%
jeudi 4 octobre 12 jeudi 4 octobre 12
[ 1
. . [e'e) . . [e’s)
Idea: mesh generatlon in L° norm Idea: mesh generatlon in L norm

Perpendicular Circumcenter,

bisectors in the 1> circumradius and

norm circumcircle using

the L* norm

C Geugine - Onera s Day-Oct. 3 2012 57 | | ceutaine - onera scentiepay-0ct 32010 3
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Illustration of the frontal-Delaunay: Grey triangles are “resolved”,
red triangles are “active”, white triangles are “waiting”
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8

Edge of the front
Illustration of the point insertion algorithm
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Voronoi diagram and Delaunay triangulation in the L°° norm
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Quad meshing of
Great Barrier Reef
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Quad meshing of Falcon
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Quad meshing of Falcon
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Quad meshing of Falcon

2012
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Quad meshing of Falcon
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Quad meshing of A319

nific Day - Oct. 32012
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e automatic

e efficient
e and lead to high quality surface meshes (triangles and quads)
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Take-home message

[ Conformal surface parametrization through PDEs allows to:
: e create high quality meshes for FE simulations
e remesh CAD patches together for avoiding small elements
e generate quad meshes

Presented methods are :

jeudi 4 octobre 12
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Take-home message

All the presented algorithms are available in the open source mesh
generator Gmsh (http://geuz.org/gmsh)

Documentation is available in the wiki (https://geuz.org/trac/gmsh)
with the username/password: gmsh/gmsh

Current work: hexahedra & high-order meshes
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Take-home message

All the presented algorithms are available in the open source mesh
generator Gmsh (http://geuz.org/gmsh)

Documentation is available in the wiki (https://geuz.org/trac/gmsh)
with the username/password: gmsh/gmsh

Current work: hexahedra & high-order meshes

Thank you for your attention...

cgeuzaine@ulg.ac.be
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PS: Doing open source is rewarding

Comment about Gmsh that we found on http://www.fltk.org a few
years ago (sic):

>From Anonymous, 20:33 May 18, 2004 (score=1l)

Je suis outre du programme pour des intelectuels
vous devrez avoir plus d’imagination vous faite
onte au genie informatique

€. Geuzaine - Onera Scientific Day - Oct. 32012
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Recent developments about overlapping grids for unstructured meshes

P. Brenner*
ASTRIUM ST — 66, route de Verneuil — 78133 Les Mureaux — France

ABSTRACT

Overlapping grid techniques are very attractive for the simulation of flows around bodies in relative motion.
Nevertheless for supersonic flows where strong shocks are expected, conventional CHIMERA methods
quickly become ineffective since they are based on interpolation techniques between meshes. It is the reason
why we have developed intersection algorithms: one grid is embedded in the other by calculating the exact
geometric intersection at the border of the embedded grid. In our method “ some cells are fully covered and
are therefore excluded from the computation, others are fully uncovered and the remaining class consists of
cells that are partially covered and that are connected to the overlapping grid through the intersection surface.
The use of a general unstructured finite volume solver (i.e. that can work on any kind of cells) finally allows
ensuring a transparent transfer of information between meshes: that simply acts to compute the numerical
fluxes on the intersection surface which becomes in fact a simple interface between several cells of a same
composite grid.

So, two very important ingredients are needed for the correct working of the code: a technique for calculating
efficiently a geometric intersection between several grids and an unstructured solver which is robust and
accurate on all kinds of meshes. Very recently, we improved these two components of our software:

. We have generalized the calculation of intersection with an arbitrary number of nested levels (a grid
can be overlapped by several other grids which themselves overlap one another) whereas before, each grid
could overlap only one other grid... We also optimized the algorithm to reduce CPU consumption to “the
minimum”.

o We have implemented into the aerodynamic solver an algorithm to obtain an arbitrary order of
accuracy. This technique relies on a compact numerical scheme (i.e. that uses only the direct neighborhood of
each cell control) and works on the primitive variables which ensures a great robustness for the simulation of
high enthalpy flows when upwind @ fluxes are used.

These two major developments in the code are based on two simple ideas:

o For the generalization of intersections, it suffices to decompose a multiple intersection in a sum (or a
difference) of simple intersections. Therefore, if one ™ already knows how to calculate a simple intersection,
the determination of multiple intersections is only to make the algorithm recursive.

. Regarding the aerodynamic solver, it is based on the MUSCL method 31, accuracy depends on the
order of the reconstruction and thus on the estimation of the multiple derivatives of the variables to be
reconstructed. To determine these derivatives, the basic idea is that a second derivative is just the derivative
of a first derivative... Therefore only the direct neighbors are required but the process becomes iterative.
Moreover, an original method based on the concept of the K-Exact reconstructions Bl was developed to make
consistent these different derivatives for the conservative variables . Finally, an adaptation of the algorithm
allows the use of primitive variables without loss of precision which ensures a high robustness for high-
enthalpy flow simulation. At the moment only the third order of accuracy has been implemented but the
method is fully universal. Ongoing studies will enable us to determine the required order of accuracy to
implement efficiently VLES models.
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-~
Astrium Space Transportation
Les Mureaux France

EADS

asktErium

Astrium Space Transportation O u tlin e

»The FLUSEPA code
= Core competencies
= CFD choices
= Recent developments

All the space you nec SEstErium
o

R FLUSEPA Core competencies

= Transient/unsteady flows
= Engine Ignition (Side Loads...)
= Launcher Takeoff (Blast Waves...)
= Stages separation
= Stability at re-entry
= Security (explosions..)

i =High enthalpy flows
= Hypersonic (re-entry...)
= Propulsive flows (engines, nozzles, plumes)

[we EADS

All thespace you nec sstrium

Stages separation

=2005

v'1st stage empty
v Interstage cut
v Engine ignition

Allthespace you nec

FLUSEPA CFD choices

= Unstructured Cell Centred Finite Volume
= Hybrid meshes (tetrahedrons, prisms, pyramids, hexahedrons...)
= General unstructured meshes (any polyhedral cells)
= Complex physics
= Moving bodies (ALE + overlapping meshes)
= Turbulent models (RANS-VLES)
= Particles coupling (H20, AL203..)

FLUSEPA Recent Developments

=Technical developments:
= 2010
v'Implementation of high order compact scheme (3 order - SC)
v'Validation of the reconstruction robustness (without quadrature)

I N = 2012
= Chemical modelling H . . . )
. v'Implementation of multi-intersection algorithms August
v'Parallel Computing (Domain Decomposition September
= Accurate & robust numerical schemes : - pA 9 ( . P ) P
i L . i »Validation of high order numerical schemes End-2012
= Conservative CHIMERA method (geometrical intersection) . _ .
X X i v'Subsonic => Isentropic Vortex
= High order reconstruction (compact scheme) >Supersonic . Ringleb's Problem
= Adaptive Temporal Integration (consistent local time step)
7 Tre—— RS -icm [ T—— RS -icm
Astrium Space Transportation Outline e 1ot GO Grids Principle
L Covered grid
11 Covering grid
I »Geometric Overlapping
= Principle
= Mono/multi-overlapping Rssembling of very covered cells
Partially covered cells Creation of cell aggregates
- i
[
— EAD : = EADS . -iom

All the space you nee Sstriom

All the space you nee
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(Astrium Space Transportation

GO Grids Principle

» Coverage of a triangular face by a polyhedron

1. Use only triangles

A
Y i
2. Work in the -
plan of the - N
triangular = e
face —
ﬂwmmd EAQ; Eriom

Astrium Space Transportation

GO Grids Overlapping Grids

>Mono-overlapping: like Russian dolls

H

‘Astrium Space Transportation

GO Grids Overlapping Grids

»Mono-overlapping:
Each grid is totally nested in a lower priority level grid

=>Several weeks of manpower

ﬂwymneed EAQ%:r-nu?n

Astrium Space Transportation

GO Grids Overlapping Grids

»Multi-overlapping:
Grids are fully independent

e AL 1 of Meshes construction EAQ%: st

Astrium Space Transportation O u tl i ne
e

= The FLUSEPA code
= Core competencies
= CFD choices
= Recent developments

= Geometric overlapping
= Principle
= Mono/multi-overlapping

»>High order compact reconstruction schemes
= Principles
= Results

=Perspectives

EADS

SsErium

[

Astrium Space Transportation

SC method High order Schemes

»MUSCL type Reconstruction
v K —exact reconstruction => consistent K order derivatives
»Principles
»>(N+1)th are “simply” derivatives of Nth derivatives
v'Use only direct neighbourhood

»>But a corrective process has to by applied
v Disintrication of the derivatives

»Algorithm (K-exact reconstruction):
1. In each cell compute 1st derivatives (1-exact reconstruction)
11.In each cell compute derivatives of the 15t derivatives
II.In each cell disintricate 2" derivatives (2-exact reconstruction)

»>Use primitive variables (high enthalpy flows

[tmseroure EADS e -iom

‘Astrium Space Transportation

SC method Results

Astier’'s Nozzle

v'Robustness:

= Supersonic 2D flow
= Launder-Spalding k-8

= Realizability constraint
= Geometry:

* Bpoa =r=02m

Doy = 1.4m

= Ty = 2000K
= Chamber:_

= P=50bar, T=3200K

= y=1.17,N = 32.8 molelkg
= Atmosphere:

= P=1bar, T=300K

= y=14, N =34.52mole/kg
v'Results are quite similar (ratio pressure at boundary layer detachment ~ 0.3).
> This case doesn’t work with a reconstruction scheme based on conservative

variables: it explodes!!

EADS

SsSErium

Astrium Space Transportation

SC method Results

v'Subsonic flows: Isothermal Vortex

z
o Gaussian pressure distribution p = po (1 - ae’m) Pa with
Po=10°Pa. gives pmin =~ 99985,96Pa.

o Angular velocity v; = /2a,u‘-F T = =
127

= T=T0=300k, Mg=28.0134 10g/mol andorsr

- S0 =B £2|I=s £
= $=0.001, a= 1.4039 10*

= Advection velocities

| Initial pressure

We2oms
= Tstart=0s, Tend=0.004s
@ =20 cells -
* Grids: cartesian and
* unstructured (triangle+quadr.)
@ =15cells
Unstructured

From Dr Florian Haider (DSNA-ONERA) code CEDRE

Weywmed EAQ&: riom
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SC method  Results

»>Supersonic flows : Ringleb’s problem (in progress)

n(i53)

EANE AL AT
272 o=y &
v'For 1t and 2" order schemes it’s ok.

= 3 order scheme evaluation is still in progress_

» Problem for wall boundary conditions:
= without curved wall, fluxes are only
2"d order accurate.
v'replaced wall by imposed state.

Astrium Space Transportation Outline

»Conclusions & Perspectives

All the space you ne EADS , - o Allthespace y BADS , o
B e Trancporiation Conclusions Astrium Space Transportation Perspectives
Multi-overlapping: Year Model Size Type f
One grid is covered by others which interpenetrating one each other 14
« one priority level per grid no computational over cost =1995 100,000 cells Inviscid Flows §
’
Q
Optimized intersection algorithms: 1 'g
From O(N) number of operations per iteration to O(N??) , ©
« 100 time faster for 106 cells per grid (1000 for 10°) §
« actually 15 time faster (inhomogeneous grids) o §
Y
VLES g
From DNS to RANS simulation 2 1
« high order accurate compact schemes H ’5
« seamless transition models (PITM, SAS ...) %
Parallel computing ':‘
Towards massive parallel computing &
« domain decomposition multi-threads on each node
il
T EADS: Atbespace EADS ¢ -iow
Perspectives Inviscid Flows i Perspectives
Year Model Size Type 1
12
~
.. 8
=1995 =1995 100,000 cells Inviscid flows 3
T £
1'+2005 1,500,000 cells URANS 8
1 A~
: S
i, "2009 3,000,000 cells URANS §
§ + chemical reactions
i3 + particles coupling !
S
‘0
g
‘s
‘s
a
il
All the spac T All the space you ¢ EADS yrr
e Perspectives URANS + chemical reactions e Perspectives URANS + chemical reactions
L
|
=2009 =2009
Allthespace Allthespace BADS . —on
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“‘““” T Perspectives l‘“"“” " Perspectives Buffeting small scale
Year Model Size Type l
*1995 100,000 cells Inviscid flows ~ §
T g
"« 2005 1,500,000 cells URANS 8
$
» "2009 3,000,000 cells URANS ] =2009
§ + chemical reactions > -
g_ + particles coupling i
8 VLES small scale
3
3
<
o 5 o .
! X
Mthcfpxgymmed EAQ;:r—xufn Allthefpxeyouneod EAQ;:r—:urh
“""“”"’"'“‘“"”"""" Perspectives Stability at Re-entry l“‘"““"‘"’"“"“'““”" Perspectives
Year Model Size Type I.
A~
=1995 100,000 cells Inviscid flows ‘;i
T £
22005 1,500,000 cells URANS 8
e
i)
»=2009 3,000,000 cells URANS 8
§ + chemical reactions =
3_ + particles coupling i
§ VLES small scale
% =2013 250,000,000 cells VLES/URANS ++
<
!
Nlthefpxeywm:cd EAQ;:ru_u'n Allthefpxeyouncod EAggr:muin
‘ Perspectives URANS + chemical reactions l‘“"“” i Perspectives
e ~ k.
: Year Model Size Type l
~
=1995 100,000 cells Inviscid flows ‘%
T £
: ‘ 1'+2005 1,500,000 cells URANS S
| = | 5
i i, "2009 3,000,000 cells URANS 8
E EE + chemical reactions =
E % 3_ + particles coupling i
i §§ VLES small scale
§ 3
i =2013 .% =2013 = 50,000,000 cells VLES/URANS ++
i I8
H i
: ; =201? =>1,000,000,000 cells VLES full scale
; H
Nlmywmed EAQgEr'Aul;n Nlm:fpxeywmcd EAgét:r'lul;n
.A...a\.m Space Transportation Perspectives .Amium Space Transportation Other activities
Automated Preliminary Design Tool : CASCADES
- = use of overlapping grid technique to simplify meshing
2012 _VLES methgds = Mesh automation with bow shock fitting
= numerical scheme requirement A .
= models (SAS, PANS, PITM, ...) - of the post-tr
22013  HPC for CFD with overlapping grids St be O o®e | oo ot
= Parallel computing MPl-openMP [+ r ‘ =
= parallel computing for large grids ( 210° cells) b g )
9 © ©
=2014(?) Mesh adaptation methods @ e
= Automatic Mesh Refinement
= deforming grids
= mesh displacement (following of shocks & vortexes) l
MWywmed EAQé.t:r—'um Nlthts?:eyounced EAgé.r:r—lum
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2.11 S. Péron, C. Benoit, P. Raud (ONERA)

Abstract proposed to the ONERA Scientific Day, 3" October 2012

Cassiopée: pre- and post-processing for CFD python/CGNS workflow
S. Péron, C. Benoit, P. Raud

ONERA -The French Aerospace Lab, CFD and Aeroacoustics Department
BP 72, 92322 Chdtillon Cedex, France

Due to the increasing complexity of numerical simulations, the number of numerical components intervening in a
simulation is growing. Today, it is common to run CFD, CSM, Optimizer,... together. To achieve this goal, the
industry paradigm was up to now directed by the concept of chaining numerical simulations, where the output of
each code was reintroduced in the following code, generally after home-brewed routines of data transformation.
Nevertheless, with the application diversifications and the number of problems now submitted to numerical anal-
ysis, the concept of a fixed chain becomes very restrictive. To be able to adapt the numerical tools for different
applications, the concept of workflow has been introduced. In this frame, each numerical component relies on
a single data model, which is modified by a numerical component that outputs a fully compatible data model.
ONERA, through the work of M. Poinot [8], chooses CGNS [1] as data model and Python to carry the workflow.
The standard CGNS data model is represented in Python [3] and each numerical function is interfaced to Python.
Cassiopée (for CFD Advanced Set of Services In an Open Python EnvironmEnt) [2] has then been developped to
provide pre- and post-processing functions in this Python/CGNS environment. Its range of application is:

+ Meshing and remeshing:

- surface mesh generation by orthogonal walk [4],

- extrusion and transfinite interpolation methods for volume mesh generation,

- unstructured octree mesh generation and derivation to off-body Cartesian mesh generation [7],
- collar grid mesh generation for intersecting grids [5],

- remeshing: splitting, merging, coarsening, refining, densifying a mesh,

- unstructured octree and structured Cartesian mesh adaptation[7].
+ Multiblock and overset grid assembly:

- Automatic computation of abutting (1-to-1 and 1-to-n) connectivity between structured blocks,
- Chimera hole-cutting: blanking of cells lying inside bodies and overlap optimization [6],

- Computation of Chimera connectivity (interpolation coefficients and donors).
+ CFD solution post-processing;:

- Signed distance field computation,

- Computation of aerodynamics variables (pressure, Mach number,...), gradient of a given field, curl of a
vector, taking into account the abutting connectivity,

- Slices, isoline and isosurface extraction, taking into account the Chimera nature of points (blanked,
interpolated, computed),

- High-order interpolation from a solution defined on a mesh to another mesh, taking into account the
Chimera nature of points.

In our talk, we will illustrate our approach on two examples. The first example concerns the grid assembly for
arbitrary intersecting bodies, with automatic grid generation of overset grids at body junction. In the second
example, we will present a workflow consisting of generating and adapting an octree mesh periodically according
to the solution of a CFD solver.
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- Cassiopée -
Pre- and Post-processing for
CFD python CGNS workflow

S. Péron, C. Benoit, P. Raud, S. Landier
Onera / DSNA

CFD Workflow : Meshing, Solving, Visualizing...

OSD : Onera Scientific Day — October 37, 2012

Python/CGNS

* Based on Python/CGNS
* CGNS: standard/well established data model
* Python: high level script language, easy to use
* Python/CGNS standard (M. Poinot)

Python/CGNS

* Full CFD computation case is stored in a tree
* Meshes, BCs, settings...

* Tree is stored as an imbricated set of python
lists

* Cassiopée: a set of functions (python modules)

- t'=A(t), tis the python CGNS tree

- Generator : Mesh generation module

- Transform : block transformation module
- Connector : connectivity module

- Post : solution post-processing module

Generator

Normal extrusion

Generator

Surface
orthogonal walk

Surface
delaunay

Surface boolean
operators

Generator

@

b‘-‘

Mesh refinement

" Octrees

Transform

Projections
Mesh smoothing

Mesh splitting

Mesh merging

Connector

.

Automatic detection of
matching boundaries

Blanking

Chimera connectivity : overlap
optimization, interpolation
coefficient computation

T
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Post

Iso-surface extraction Signed distance field

Surface extraction

Application to automatic grid assembly
(collar grids + chimera)

Collar mesh
generation

0°<6<120°

Extrusion

Extract wall BCs

. Overset grid
Collar mesh generation assembly

Extract intersection Surface walk Volume grid Add BCs and
contour on bodies generation connectivity

Example : DGV fuselage with a strut

—~—

Application to Cartesian mesh generation
and adaptation

Framework

* The computational domain is
partitioned into:
— near-body regions around bodies
(fuselage, wing, ...) °F
— off-body regions

« Each geometrical component is oF o
meshed independently by a set of grids
extending a short distance in the

domain 1

« Off-body regions are described by a : g x ; :
set of adaptive Cartesian grids,
overlapping near-body grids

‘ Analytical surface mesh ‘

l
‘ Extrusion: volume mesh ‘ c
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Analytical surface mesh

I

Extrusion: volume mesh

‘ Analytical surface mesh ‘

‘ Extrusion: volume mesh ‘

Octree mesh
generation

‘ octree2Struct ‘

‘ Chimera assembly ‘

Analytical surface mesh

Extrusion: volume mesh

octree2Struct

Chimera assembly

CFD solver

‘ Analytical surface mesh ‘

‘ Extrusion: volume mesh ‘

‘ octree2Struct ‘

‘ Chimera assembly ‘

‘ CFD solver ‘

I

‘ Sensor computation ‘

‘ Projection of the sensor on the octree mesh ‘

‘ Refinement indicator computation

Analytical surface mesh

Extrusion: volume mesh

!

Octree mesh Octree mesh
generation i

octree2Struct

Chimera assembly

CFD solver

I

Sensor computation

Projection of the sensor on the octree mesh

Refinement indicator computation

‘ Analytical surface mesh ‘

‘ Extrusion: volume mesh ‘

I

Octree mesh Octree mesh
generation ion

‘ octree2Struct

‘ Chimera assembly

‘ CFD solver

I

‘ Sensor computation

‘ Projection of the sensor on the octree mesh

‘ Refinement indicator computation

Analytical surface mesh

[

Extrusion: volume mesh

Octree mesh ‘ Octree mesh

generation

I

octree2Struct

Chimera assembly

Sol. interpolation on
the new mesh

CFD solver

Sensor computation

Projection of the sensor on the octree mesh

Refinement indicator computation

Analytical surface mesh ‘

[

‘ Extrusion: volume mesh ‘

Octree mesh Octree mesh
generation adaptation

‘ octree2Struct

‘ Chimera assembly

Sol. interpolation on
the new mesh

‘ CFD solver

‘ Sensor computation

‘ Projection of the sensor on the octree mesh

‘ Refinement indicator computation
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Example: RANS simulation of the flow on a
NACAO0015 rounded tip wing

* Simulation:
— Exp. by McAlister & Takahashi
— M=0.1235, AoA=12°, Re = 2 million

— Rectangular wing, rounded tip and root,
blunt trailing edge

* Near-body mesh:

— Near-body mesh obtained by extrusion
from the analytical surface mesh:
297x101x90 points

— Overlap BCs applied at external borders

— Spacing at external borders ~ 2%c

Workflow

Initial octree mesh refined in the vicinity of external surfaces of the
near-body mesh

Derivation to Cartesian grids, with dx_, =2%c (8MPts over 72
blocks)

Chimera assembly with overlap optimization

RANS simulation using AUSM+ scheme, Wilcox k-w turbulence
model

Cartesian off-body mesh adaptation performed according to the

previous workflow:
—  Sensor field: streamwise component of the vorticity
—  Adaptation performed every 500 iteration (9 times)

Vorticity magnitude |w|=1

—
Réf: S. Péron, C. Benoit, «Automatic off-body overset adaptive Cartesian mesh method based on an octree
approach», Joumnal of Computational Physics, 2012, (on line)

Conclusion

Cassiopée contains a set of pre- and post-
processing functions

All the functions operate on the same data
(CGNS/Python tree)

This enables to quickly design solutions for
mesh generation/adaptation/assembly and
post-processing.
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nscope

Numerical Simulation Components in Open Python Environment

Marc Poinot
ONERA

Computational Fluid Dynamics and Aeroacoustics Dept.

marc.poinot@onera.fr

NSCOPE is an Onera self-funded project which aims at defining and spreading software
technology for numerical simulation interoperability. NSCOPE takes existing technologies and
tries to define simple rules to make software component interface compliant to Open Systems
requirements.

Multi-physics simulations

The CFD dept. of Onera has/had to integrate the elsA CFD solver[1] and its pre/post tools in many
proprietary or third party frameworks (FSDM/Airbus, Canelle/SAFRAN, GANESH/Eurocopter,
Salome/EDF-CEA, MpCCl/Fraunhofer, OpenPALM/Cerfacs...). These frameworks are used for home-
defined data-flow processes or sometimes for actual process-based workflow. Most of them are
MPI-based and have a low-level system view of the application rather than an high level (data
model, algorithm). All these integration experiences helped us to learn how to insulate/isolate our
software components from dedicated technologies or even algorithms (for example time or space
interpolation methods, when possible...).

Open System

The use of a proprietary integration framework is a strong requirement in large companie, the
overall system is then well-defined for both applications and underlaying computer facilities. We
cannot subsitute the proprietary environment with ours or any other industrial, third-party or
open source environment. At the same time we want to reduce development and maintenance
cost, as well as learning curve for new scientists and engineer for whom the software is not the
main concern.

Thanks the world wide web, most engineers can now quickly and efficiently learn new software
technologies, including applications, middleware, libraries or even algorithms (for example in the
context of parallel computations). The selection of widely used techs helps to find accurate
documentations and examples, and as a side effect also helps to find new engineers with
required skills as well as new software with required interfaces.

Rather than producing 'yet another framework', the amount of integration experience we have
with elsA and its tools lead us to a non-intrusive approach of the software component interface.

NSCOPE

The project has three themes: the software engineering, the component repository and the
application assembly. The project tasks are expert meetings and guide/documentation editing.
The actual result is a set of recommandations with many code examples. The top requirement is
all deliverable can be implemented and used on any platform without any dependancy on a
proprietary item.

* Software engineering deals with component environment and life cycle, such as software
distribution to support for components, how to document, how to test, how to manage
binary release for proprietary software, how to integrate in a framework using stubs

NSCOPE-PRS-008-1-1 1/2
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instead of actual component, how to detext and define dependencies with other
components, how to release a patch...

¢ Component repository is a set of component skelettons or templates, with examples of
use of specific techs such as how to make a component from an existing Fortran code +
Cython/Numpy[71[8], or how to create an asynchroneous server that exchanges
CGNS/Python[3][6] trees between a cluster and a remote server, how to get data in
memory to monitor application in run-time, how to load/save partial and shared data
using HDF5[41][9], how to integrate the component in specific proprietary frameworks...

* Application assembly deals with high level application concerns such as how to define a
CGNS data model for time dependant simulations with time or space interpolation, how to
distribute parts of data amongst components, how to manage errors/failures with many
components, how to select a correct component depending on application criteria such as
large/small memory, large/small/no disk usage, how to manage simulation with more than
10Gb of data generated per iteration.... This theme also has a research topic on interface
definition assembly proof[2][5], the goal is to simulate an off-line integration to check
interfaces and algorithm before (or at the same time) the actual development.

Status

NSCOPE is a five years project involving eight departements in Onera, the first year is 2012 and
the main deliverable is a roadmap defining and priorizing processes and technologies to
document. We eventually plan to open some NSCOPE meeting to recognized experts in CFD
workflows, including DLR, Cenaero, Cerfacs, AIRBUS, SAFRAN, Eurocopter... in 2013/2014.
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NSCOPE

Numerical Simulation Components

in
Open Python Environment

Marc Poinot
DSNA/CS2A

ONERA

elsA and Workflows

» Experience in workflows and Python
~ Onera elsA CFD solver
~ Actual multi-physics simulations
~ Onera own computations
~ Support large companies
~ Many workbenches/frameworks
~ CGNS/Python interface
~ Onera Open Source
~ French community actors since 1999
~ Techno spreading in Systematic/OpenHPC 2009
~ CGNS Steering Committee member since 2001

» How to focus on Onera know-how?
» How to increase codes availability for frameworks?

OrERA

NSCOPE-PRS-003/

12 M.Poinot DSNA/CS2A

Workflow: Usual framework ser

IProprietary ViPibased
-base
» Control anguage
- det_a identification ) Proprietary
~ Distributed systems services intrusive control

~ Initialization/Finalization/Synchronization No algo

~ Communication inter-codes

~ Memory/Network/File No automata model
» Data

. f i ot Proprietary
Datg |}1&r1.t|f|cat|on ' - language
~ Serialization/Marshalling/Translation

~ Interpolation wrt space/time
MPI-based

No time

representation

Not-open
algorithm/interface No data model

OrERA

ARF NSCOPE

Numerical Simulation Components in Open Python Environment
nscope

» Define a Python HPC component
~ Build components from existing codes
~ Build/define new components

» Spend time on high-level know-how instead of codes
~ Select technos, create patterns, tutorials

» Three circles
~ DSNA, DAAP, DADS, DTIM, DEFA, DMSM, DEMR, DOTA, DMPH
= Industry, organisation & software vendors selected experts
- Www

» First year 2012 only opens to First circle

~ Trying to define a common practice alone is... non sense

OrERA

M.Poinot DSNA/CS2A

» Onera
= Component assembly know-how & Component provider
~ Lot of various numerical simulation codes

» Industrial requirements
~ Each dedicated platform is the best for its own purpose
= Components have to be integrated in each best platform

Define a common interface for Onera numerical simulation components
to make them the most integrable/portable into industrial platforms and to
insure lowest development/maintenance cost for Onera

- Use Open Systems approach
= Components declare/use only public standard interfaces

» Strategy
~ Gather Onera depts experts
- Factorize existing interfaces

NS PRS- 12 M.Poinot DSNA/CS2A

OrERA

Workflow: Overview

NSCOPE-PRS-003/4/12

Complex algorithms
Heterogeneous HPC
Sync/Async/Shared/Remote
Proprietary operational requirements (DB,
Matlab
[Airbus]
IC(:alzs"slli::>peee [SAFRAN]
[Airbus] ; [Eurocopter] ¢
[SAFRAN]
[Eurocopter] ASSembly/Contro
CAD/Meshing Log/Archival
Tecplot
Ensight
Fieldview
Solvers Zeppelin
o CFD/CSM/Therm TAirbus]
ABAGUS [SAFRAN]
H [Eurocopter]
Nastran g
[Airbus]
[SAFRAN]
[Eurocopter]

M.Poinot DSNA/CS2A

OrHERA
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1%}
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£
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3
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M.Poinot DSNA/CS2A

OrERA

NSCOPE Topics

» Software engineering
~ Component life-cycle

~ Distribution/maintenance
~ Binary/protected releases

= Component definition

~ Interface, data model & algo formalisms
~ N-1vs N+1 interfaces

» Component
= Building strategies

~ Fortran/C/C++ HPC codes encapsulation
~ Pure Python to HPC Python

= Actual technology implementation
~ Python/Cython/numpy, CGNS/HDF5, MPI/Multi-threading, DBMS/GUI
» Assembly

= End-user services

~ Interfaces DB/proof

= Patterns

M.Poinot DSNA/CS2A

OrERA
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What is CGNS/Python ?

» A Python mapping of CGNS data model . !
~ Can be used for run-time interoperability as well as archival > Component life cycle vs workbench life cycle

-~ Bet on the CGNS/SIDS data model » Maintenance cost is lower

~ Large common part

~ Specific part uses only non-proprietary standards
~ Requires a profile

Non-intrusive approach

» Use the file at the right time
= All workflow is in memory
~ Read the generated mesh, continue with per-processor sub-tree
~ Compute, post and view in memory ﬂﬂﬂﬁnance and rr:woar}ﬁfc’gfa%e and
~ Archive at the end support support
~ Use HDF5
~ True de facto standard for files, large community elsA

box

» Onera Open Source contribution
- Large set of CGNS/Python modules and tools into pyCGNS I I I I I I Python modules

~ http://pycgns.sourceforge.net

~ CGNS/HDFS5 light and thread safe implementation I CONS Python/numpy/HDFS I

~ http://chlone.sourceforge.net

OrERA OHERA

M.Poinot DSNA/CS2A

M.Poinot DSNA/CS2A

NSCOPE deliverables

» 4Q12 - Topics identification

» 1Q13 - Second circle creation dzlrw  dlal

» 2Q13 - Onera Scientific Day
» 4Q13 - Technology selection, Distribution

8 e aisal efesle o 24

T Jom o s [ ]

» 1Q14 - Component model definition with formalism

» ASAP - User guides, patterns, tutorials

OHERA OHERA

NSCOPE-PRS-00:

M.Poinot DSNA/CS2A

M.Poinot DSNA/CS2A
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2.13 S. Deck, P.E. Weiss, R. Pain (ONERA)

Onera Scientific Day 2012.

Some Reflections on massive post-processing of large unsteady flow
simulation datasets

S. Deck, P.E. Weiss, R. Pain
Onera-The French Aerospace Lab, F-92190, Meudon, France

The computational power has dramatically increased over the last decades. As a
first consequence, the development of advanced modelling approaches (LES,
RANS/LES) has received increasing attention among turbulence modelling
specialists, CFD code developers and industrial CFD engineers. As an example,
hybrid methods that couple the solution of the Reynolds Averaged Navier-Stokes
(RANS) equations in equilibrium regions with Large Eddy Simulation (LES) in non-
equilibrium regions of the flow are acquiring increasing prominence among the CFD
community.

A second consequence of this upsurge in computational power is the rapid growth
in the size of subsequent data sets, with unsteady 50-100 million point grids
simulations now being conducted with increasing regularity. As the need for higher
accuracy simulations has risen, the computational fluid dynamics (CFD) community
has in turn put emphasis on assessing the quality of the results and now focuses a
great deal of its effort on validation of advanced methods (see figure 1).

This presentation describes why improving the way the data from unsteady
computations of turbulent flows are post-processed is needed. Some important
issues like the spectral analysis of short duration data, the comparison of two data
sets of different duration (e.g. simulations and experiment) will be discussed and
illustrated on the basis of a high Reynolds axisymmetric separating/reattaching flow

2].

These issues lead to further remarks on the need for CFD research scientists to
gather an improved knowledge of their available hardware. Indeed, when large data
sets are involved, one has not only to assess the physical meaning of the chosen
analysis but also its feasibility in term of IT equipment. The CPU cost of a post-
processing technique on a large amount of data can have an order of magnitude
equivalent to the computational resources required to simulate a configuration and
generate the related unsteady data. Thus, the relationship between the performance
of the hardware (e.g. storage media) and the manipulation of large scale matrices is
also discussed.
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Figure 1: Levels of validation of unsteady simulation techniques (from [1])

References

Level of validation

Integral forces
(lift, drag, pitch)

Mean aerodynamic field

(velocity or pressure profiles)

Second order statistics
(rms quantities)

One-point spectral analysis
(PSD)

Two-point spectral analysis
(carrelation, coherence and phase spectra)

High-order and time-frequency analysis
(Time-Frequency, bi-coherence spectra)

[1] Sagaut, P., Deck, S., “Large Eddy Simulation for Aerodynamics: status and
perspectives”, Phil. Trans. R. A., Vol. 367, pp. 2849-2860, 2009.

[2] Weiss, P.E., Deck, S., Robinet, J.C., Sagaut, P..

“On the dynamics of

axisymmetric turbulent separating/reattaching flows”, Physics of Fluids, 21, 075103,

2009.



72

Presentations

Some reflections on massive post-processing
of large unsteady flow simulation data sets

Sébastien DECK, Pierre-Elie WEISS, Romain PAIN
Applied Aerodynamics Department

ONERA

1. Classification of unsteady approaches and validation levels
2. Special features of signal issued from CFD & test case

3. Spectral analysis (single-point, DMD)

4. Further discussion

5. Conclusions

S Dack | Agpied Aarccymarmics Deparimant

ONERA

DR

2. Test case & Special features of signal issued from CFD

S Deck | Aspied Aarccymames Deparimant

ONERA

cial feature of signals issued from

Parameters Duration (7)) Sampling frequency (fs) Atcrp
Experiment 125 10kH= /
ZDES (i.e. CFD) 0.2s 100 kH = 2055

* On the numerical side,
classical experimental
sampling durations look like
‘eternity’

> Experiments easily access
low-frequency ranges

« The numerical sampling
frequency rate is often one
order of magnitude higher
than in the experiments

> CFD easily accesses
high-frequency ranges

L r—

ONERA

- Dramatic computational power increase over the last decades
- Development of advanced modelling methods (LES, hybrids)
- Rapid increase in the size of subsequent datasets

Question : How to deal with huge databases to come ?

Recent ZDES applications at ONERA

i

§

% E 2 R.Laraufie (DAAP)

1 _0(107) 0O(108) 0(10°) xyz

¢ 2005 2010 2012
Classification of levels of validation 3

Level of

1 |Steady Integral forces

(lift, drag, pitch,..)

2 | Mean aerodynamic field

(velocity, pressure profiles....)

3 |Second order statistics

(rms quantities, Reynolds stresses, ...)

One-point spectral analysis

(Power Spectral Densities)

I.5 Two-point spectral analysis
(correlation, coherence and phase spectra)

6 |High-order and time-frequency analysis

(Time-Frequency, bi-coherence spectra)

Computational cost / degrees of freedom

Modeling level = Compromise solution (physics / CPU cost)

Advanced mw{ds
— &

Challenge of handling complex geometries relates not only to CPU power!

Induced needs: — solution quality in terms of meshing and validation of the calculation
— getting physical insight

Disappointingly, many authors present only one-point and first/second order statistics !

and paradoxical ...

S D | Agpid Aarccymarmics Deparimant

from Sagaut P., Deck S., Phil. Trans. R. Soc A, 367, 2009

ONERA

ONERA S3Ch AXI CONF N°4

(M., =0,7-L/D=12-Rep=1,2x 10°)
N,,=12.10° pts.

Turbulence modelling: ZDES'

Physical analysis: Weiss et al.2

eck | Aoplid Asrodynarcs Desariment

@ 1 Deck S., Theo. and Comp. Fluid Dyn.,2011

I 2 Weiss et al., Phys of Fluids, 2009

One-point Spectral analysis 3

Major spectral analysis tool to extract significant information ...
— Measure of frequencies/direction of propagation/PSD

/+oo
PSD of random data: a problem of estimation Sy (f)
Special features of CFD data (truncated, short duration,...)
No universal method available

. Two main/classical types of method for spectrum evaluation
Non-parametric methods:
Can be applied in situations where less is known about the application

Parametric methods:
Stochastic model described parametrically

ER®

(6]

SAﬁ#:A ¥Mﬁ#:A £.Guu(F)d log (£)]

fthobd=

*l

B r—

ONERA

|
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One-point Spectral analysis (cont'd) 3

- Definition of PSD for a (WSS) random process

o1 : I .
Suclf) = Jim B |X(DP) X(1T) = [ ateeria
T—oo T Jo
- Afirst (simple but not consistant) approximation: the periodogram

Crper _ 1 2
— variance of the coefficient does not decrease when sampling time is increased
— an averaged variant must be used

- Welch's averaged periodogram
- initial sample set split into L non-overlapping blocks with length M:
—»additional window function W p s

L1 %G) 2
Gusnp) = 2 ST BEDE W = (/) D5 o
i=0 -

—»compromise between frequency resolution (low L) and estimator variance (large L)

ONERA

One-point Spectral analysis (cont'd) )

0.8

-(0)
Zar

S Dack | Agpied Aarccymarmics Deparimant

[2L»Sif” (). 2LS2(f) |

) ST
Xori—a/2 XaLji-ap |

S Dack | Agpied Aarccymarmics Deparimant

— confidence intervals should be always plotted on PSD !

A glimpse at Dynamic Mode Decomposit

+ Proposed by Schmid(2010) & Rowley et al. (2009)
- Technique to process a sequence of snapshots (Exp/CFD) sampled
in constant intervals Atg=1/fg

+ Underlying mathematics based on Koopman modes which provides
a linear representation of a nonlinear dynamical system

Kg(ai) = 9(F(a:)) = 9(gi+1)
Koopman operator observable of the flow field

- Capability to extract the spatial organisation and dynamics of one
particular frequency (not trivial for broad banded spectra...)

+ N snapshots: computation of an approximate Koopman operator
(eigenvalues & eigen modes)

- Assumption: linear combination between snapshot n and the n-1
previous

- coefficients stored in C (companion matrix) to be 'eigen
decomposed’

ONERA
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Further discussion ;

Multi-skilled need for future CFD  ‘Chronology of a CFD
simulation:

0) Definition of a numerical
test case from a well-
documented computable
experiment

SINULATION CHRONOLOGY

0 [ st s o= omputatie srprimen]

L —

ONERA

|

One-point Spectral analysis (cont'd) ]

0y |
10’

f(Hz)10
— inaccurate simulation?
— fair comparison?

S Deck | Aspied Aarccymarics Deparimant
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One-point Spectral analysis (cont'd)

10

1o DU,

—
H

CFD & Exp. Should b

i

§ 0 y

H 10 f(HZ)m 10°

%a Statistical variance different when averaging over 20 blocks or 1200 blocks!

Splitting Exp. Data of time sequences into several shorter sample sets
t-processed in the same way (Fair comparison)

ONERA

g

Average
instant 1,

Memory cost [Thytes]

A glimpse at Dynamic Mode Decompositis

memory
[Mbytes.(var~!).(point~!).(snapshot )]

Memory cost [Mbytes.(point )]

flow type file
ascii bin

cost 1.64-107° 392.10°¢

10.1 24

23 05

(Nijk'Nvar

i Ny=4.6 10
t N=5 variables (N+1)
! T=0.2s -N+1=20000 snapshots

Post-processing has to be
Pre-thought!

ONERA

Multi-skilled need for future CFD

Hardware Software

: Processing step 1 1

1 Meshing strategy |=={ Discretization step |
1 ['—" Multi-block - Structured
— Paralle!

- Unstructured

Design process
0 tost case | I ]

Physically-guided (Software)
Orlented by IT (Hardware)

SINULATION CHRONOLOGY

S Deck | Agplind Aarodymamcs Depariment

W

Further discussion ]

(oriented by IT) (physically-guided)be determined

-Chronology of a CFD
simulation:

0) Definition of a numerical
test case from a well-
documented computable
experiment

1) Meshing strategy : proper
equilibrium on cores needs to

ONERA
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Further discussion

«Chronology of a CFD

Multi-skilled need for future CFD Y "
simulation:

0) Definition of a numerical
test case from a well-
documented computable
experiment

1) Meshing strategy : proper
equilibrium on cores needs to
be determined

Parallol strategy [~ Computation step |

) f;:/

>
o
o
-CPU/GPU - Finite volume
§ MP1/ OPEN MP - Finite elements 2) Parallel strategy : number
S - It
€ of cores, way of parallelism,
s Weshing stratoay [==] Discretization step | types of processors
S
=) Muttl-block - Structured
5 -1 Parallel - Unstructured
2
H
@

o

e |

Physically-guided (Software)
Oriented by IT (Hardware)

S Deck / Aspied Aarccymarmics Deparimant

ONERA

Further discussion

Multi-skilled need for future CFD

Analysis
Step

Storage and Visualization -Fluid mechanics

trate .
p T theoretical background
Number / sizes of files - Scalar N .. .
L ;] - Local / remote - Statistics and discretization
= - Spectral scheme knowledge are

no longer sufficient to
perform CFD (BUT
OBVIOUSLY STILL
MANDATORY !I)

» Growing need to
better know the
available hardware and
its real performance

Parallol strategy [~ Computation step |

- Finite volume
- Finite elements

- CPU/GPU
MP1/ OPEN MP

2 D*“r/{

Multl-block

1 —j/i - Structured

[___A- Parallel - Unstructured
Design process

N e (o ]

Physically-guided (Software)
Oriented by IT (Hardware)

Meshing strategy |=={ Discretization step |

SIMULATION CHRONOLOGY

S Dack | Agpied Aarccymarmics Deparimant
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Further discussion

+ Characteristic phenomenom frequency :
+ Vortex shedding : fyg=450 Hz => T,s=2 ms
« To plot a spectral map at the extension wall :
+ Sampling 100 T, means :
« storing 100 000 files (each timestep) => 300 Gb
« storing 50 000 files (every two timesteps) => 150 Gb

* Reminder: the bottleneck is the storage medium
« Every timestep a 'small' file gathering the values at the wall is written
+ With 3 Mb per map to store the data transfer falls from O(100) Mb/s to O(1) Mb/s
* Preconditioning is then mandatory to reduce the number of files
— Loading time can be significantly reduced
t.. t-p! ',=tdata+"

With ty.i, = transrer (42 D) * toreconditioning (45h) + teaq (3h) + 1 (3h)

* In the present case : t,,, ~ 4 days and t, ., Can strongly vary (up to 1 day)

An assumption is that all preconditioning and post-processing
routines have already been developed and validated !

ONERA

Further discussion

-Chronology of a CFD

Multi-skilled need for future CFD Y "
simulation:

Storage and Visualization Analysis
strategy Step

0) Definition of a numerical
test case from a well-
documented computable

3 ] - Number / sizes of files - Scalar
;—‘ - Local / remote - Statistics experiment

- Speciral
- 1) Meshing strategy : proper

equilibrium on cores needs to

>
Parallol strategy [~ Computation stey .

g .4 s | be determined

: - CPU 1 GPU - Finite volume
§ l_a_ MP1/ OPEN MP - Finite elements 2) Parallel strategy : number
g % of cores, way of parallelism,
S WMeshing stratogy [==] Discretization step | types of processors
2L Mutti-block - Struclured 3) Storage and visualization
3 'y Parallel - Unstructured capabilities :
H 2 -
S Dosign process [ Bad _ ent 9_f the post

0 test case | 1 ] processing feasibility can lead

to the impossibility to analyze
the results

Physically-guided (Software)
Oriented by IT (Hardware)

S Deck | Aspied Aarccymarmics Deparimant
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Further discussion

Data transfer / load limit: Finding out the bottleneck

WITH DATA EXCHANGE

Limit: Clustor siza
Computational | - Cores
Facility - Gache /RAM
comp N

VO timit : bandwidth

WITHOUT DATA EXCHANGE

Limit: Station
Post:processing | - Cores
unit

Limit: Cluster size
- Cores

- Gache /RAM

o PosT

VO limit : rotation speed or SSD

Limit : Station
~Cores

- Cache /RAM
- Grapics card

Computational Post:processing
facility unit

PosT

VO limit : bandwidth

‘Storage media Ll ansion)

STORE 1,

Storage media

/O limit : bandwidth STORE,,,

1O timit : VO timit:
rotation spead or SSD rotation spead or SSD

-From the IT point of view the limiting entities of the different processing steps have to
be clearly identified
» These entities correspond to the bottleneck of a network

-The order of magnitude of the data flow rate and the time to access memory for
each entity ‘(COMP’, ‘POST" and ‘STORE’) has to be assessed
» The storage medium (HDD or flash disk/SSD) is almost always the bottleneck

DR 00

ONERA

- A fair comparison of CFD and experiments is by far not trivial
- Simulation and experiments have to be post-processed the same way

- Advanced simulation = numerical experiment
— Deep physical analysis is possible / mandatory

- Concerning unsteady simulations on HPC :
CPU resources : sampling duration Vs race the biggest number of points !
Large data manipulation is not a trivial issue

- Multi-skilled is needed in addition to the classical background of CFD :
Signal processing, IT knowledge

- HPC is definitly no longer a one person job

S Deck | Aspid Aarcdymarmcs Depariment

ONERA

|
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(Cenaero)

New challenges and opportunities created by high
order discretization schemes for industrial flows

K. Hillewaert, C. Carton de Wiart and P. Geuzaine

Cenaero, Belgium

Onera Scientific Day — October 3, 2012

The simulation of turbulent flows by Direct Numerical Simulation (DNS)
and Large-Eddy Simulation (LES) approaches requires extremely low nu-
merical dispersion and dissipation errors. Recently finite element (FEM)-
like high-order methods such as the discontinuous Galerkin method (DGM)
[1, 2, 3], the spectral difference method (SDM) [4, 5] and the spectral element
method (SEM) [6, 7] have been applied to such computations. The main mo-
tivation is that these methods bridge the gap between the high accuracy —
deemed mandatory for adequate resolution of the turbulent structures — of
academic solvers and the geometric flexibility of industrial solvers. Next to
very interesting dispersion and dissipation properties, DGM offers a simple
way of checking grid resolution. Finally excellent serial and parallel compu-
tational efficiencies are obtained.

The aforementioned advantages potentially make DGM a powerful tool
for high fidelity simulation of turbulent flows in complex geometry. The talk
will discuss recent developments performed at Cenaero and related to this
new technology. Sample applications will be presented.

References

[1] Uranga, A., Persson, P.-O., Drela, M., and Peraire, J., 2009. “Im-
plicit Large Eddy Simulation of Transitional Flows over Airfoils and
Wings”. In Proceedings of the 19th ATAA Computational Fluid Dy-
namics, no. AIAA 2009-4131.

[2] van der Bos, F., and Geurts, B., 2010. “Computational error-analysis of
a discontinuous Galerkin discretization applied to large-eddy simulation
of homogeneous turbulence”. Computer Methods in Applied Mechanics
and Engineering., 199(13-16), pp. 903-915.

[3] L. Wei, L., and Pollard, A., 2011. “Direct numerical simulation of
compressible turbulent channel flows using the discontinuous Galerkin
method”. Computers and Fluids, 47, pp. 85—100.
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Figure 1: DNS of a low pressure turbine blade at R. = 85000: spanwise
component of the vorticity at the periodic boundary and skin friction on the
blade surface.

[4] Zhou, Y., and Wang, Z., 2011. “Effects of Surface Roughness on Lam-
inar Separation Bubble over a Wing at a Low-Reynolds Number”. In
Proceedings of the 49th AIAA Aerospace Sciences Meeting including the
New Horizons Forum and Aerospace Exposition, no. ATAA 2011-736.

[5] Liang, C., Premasuthan, S., and Jameson, A., 2009. “Large Eddy Simu-
lation of Compressible Turbulent Channel Flow with Spectral Difference
method”. In 47th ATAA Aerospace Sciences Meeting, no. ATAA 2009-
402.

[6] Ohlson, J., 2009. “Spectral-element simulations of separated turbulent
internal flows”. PhD thesis, Kungliga Tekniska Hogskolan Stockholm.

[7] Wasberg, C., Gjesdal, T., Pettersson Reif, B., and Andreassen, O., 2009.
“Variational multiscale turbulence modelling in a high order spectral

element method”. Journal of Computational Physics, 228, pp. 7333—
7356.
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New challenges and opportunities created by high
order discretization schemes for industrial flows

Onera Scientific Day / CFD workflow: meshing, solving, visualizing ...

Palaiseau, October 3 2012

Koen Hillewaert, Corentin Carton de Wiart, Philippe Guezaine
Contact: koen.hillewaert@cenaero.be

Doc. ref.: ARGO-NS-025-00

bio-4-aoud

Paul Tucker — Progress in Aerospace Sciences 47 (2011)
Resolved turbulence (DNS/LES) in turbomachinery CFD ?

Only averaged models (RANS) used for design
Often more resolution (DNS/LES/hybrid RANS-LES) needed

Onera Scientiic Day, Paliseau October 3rd 2012 © 2012 Canasro - Allights reserved Cenaero

b10-2-008d

Paul Tucker — Progress in Aerospace Sciences 47 (2011)
State of the art DNS and LES for turbomachinery flows

“Although LES is, obviously, much less model
dependent than RANS, grids currently used for
more practical simulations are clearly
insufficiently fine for the LES model and
numerical schemes not to be playing an
excessively strong role.”

Onera Scientific Day, Palaiseau October rd 2012 © 2012 Canasro - All rights reserved Cenaero

bio-4-aoud

Towards using LES ... in industrial CFD workflow

LES on industrial geometry :
Accuracy of FD, spectral, ...
Flexibility of industrial CFD tools
Mesh/user robustness : verification / adaptation
Discontinuous Galerkin Method
High accuracy / complex geometry
Arbitrary order of convergence ‘)
Low dispersion/dissipation
Unstructured low quality meshes

Computational efficiency \ (
Data locality & small stencil 0 4
Op! ional density & par i ) 5’ ~

Adaptive resolution / user dep. A |
Easy detection of under-resolution pa
Variable order e
Rapid mesh transitions.

recror © 2012 Cenaero - Al ights reserved Cenaero

lio-sto-s-aoxa

DNS of Transition and Decaying Turbulence (Re=1600)

Testcase C3.5 15t Intl. Workshop on high order methods for
CFD

Reference: spectral DNS 5123
Mesh convergence for p=3

Criterion: dissip@ rate

«

Onera Scintiic Day, Palsiseau Octobor ra 2012 © 2012 Conaero - Allights reserved Cenaero
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Workshop results: unstructured high-resolution schemes
have comparable accuracy as optimized FD

06 o -
.

R RELER
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Me o sasanoe

10? 10

Onera Scientiic Day, Palsiseau Octobor ra 2012 © 2012 Conaero - Al ights reserved Cenaero

bio-2aoud

NoFUDGE: DNS LP Turbine (M.

PRACE
& SAFRAN
e

Snecma

Onera Scientific Day, Palaiseau October 3rd 2012 ©2012 Cenaero — All rights reserved Cenaero
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noFUDGE: DNS LP Turbine (M,=0.6, Re,=85,000)
PRACE industrial pilot “noFUDGE” - ASME GT2012-68900

Cenaero

rracE - =y SAFRAN
N/

Onera Scientific Day, Palaiseau October 3rd 2012 ©2012 Cenaero — Al rights reserved Cenaero
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Total Pressure in the Wake

Weak Scaling on Juelicher BlueGene/P (OpenMP+MPI)

Efficiency

2048 4096 6144 8192 10240 12288 14336 16384
# cores

PRACE

Onera Scientific Day, Palaiseau October 3rd 2012 ©2012 Conasro  All rights roserved Cenaero

Onera Scienti i rights roserved Cenaero

10-4-00¥d

FVM (KE-scheme) Mesh vs DGM (Cubic Polynomial) Mesh (Rough) Cost Estimate (FVM on Intel; DGM on BlueGene/P)

FVM LES | DGM DNS
Order of accuracy 2 4
# dof / variable (M dof) 8.5 15
FVM DGM CPU time for one 7. (kCPUh) 11 112
wr=z |y [t |2+ | 5+ Memory per core (MB) 700 500
Leading edge 35 ;,‘5 15 | 30 .3 Number of cores 256 4096
PrEs Hia 5 01|33 o3 CPU time / # dof 0.0013 0.0075
Suction side 50 03]15]15]15 Memory / # dof 0.02 0.036
Trailing edge 10 032 |10] 1
- Intel ~ 4 times faster than BlueGene/P
8.5M dof/variable FVM LES DGM 40% more expensive in equivalent CPU / dof
15M dof/variable DGM DNS But, DGM more accurate, more stable and less dissipative
Onera Sci i rights reserved Cenaero Onera Scientific Day, Palaiscau October 3rd 2012 ©2012 Cenaero — All ights reserved Cenaero

10-4-00ud
10-4-00¥d

Where can we still improve ? Validation on canonical testcases

Reasons ?
Statistical convergence not attained ? Validation of ILES for :
Inlet turbulence neglected ? - == 5 free field turbulence
Slight under-resolution in TE region ? — adaptivity = near-wall turbulence

Onera Scientiic Day, Palsiseau Octobor ra 2012 © 2012 Conaero - Al ights reserved Cenaero

onera rights reserved Cenaero
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rge Eddy Simulation HIT at infinite Reynolds number

After transient phase:
Temporal: kinetic energy

E(t) = E()t™? log(Ek))

log(Ek))

Spectral: Kolmogorov's theory Nl

2 s

E(k)=Ce3k™ 3
Compu{at)lonaqse{gup

\Q
oot ame (RK) §
.

Initial solution from spectral
computation

Comparison
state-of-the-art SGS

log(k) spectral code

equivalent resolution

log(k)

=

Onera 3rd 2012 rights reserved Cenaero Onera Scientific Day, Palaiseau October 3rd 2012 ©2012 Cenaero - Al rights reserved Cenaero
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Spectral Distribution of Energy

mporal evolution of kinetic energy

10° 10 - —
IS e Smagorinsky L dn gy t
102 model is not able DoM- 32, SO
5 o to capture the 3¢; =
20 2 formation of the
10+ inertial range Slopes in agreement
. s with theoretical value
10 "
e Tt DGMI/ILES has =
= same behavior as o E(t) = E(0)t?
107 ~~ir) RVMs and HV
P [ ————C? Y - model
10 DGM - ILES | R
i Spectral- RVMs ‘ SRR m i =1.34
2 Is it the same for with p =1.320.1
167 Spec wall-bounded
104/ flows? i
10 10 10 10 10 10 10 0
k t
3 Onera scionti is Allights reserved Cenaero % onora Siantfic Day, Palaseau October 3 2012 ©2012 Canaero - All rights reserved Cenaero
° =4
Implicit LES (or Truncated DNS) of Channel Flow (Re,=395) Velocity Fluctuations
Quartic polynomials
12 x 12 x 16 mesh ~ 48 x 48 x 64 dof
No constant tuning as opposed to FVM - LES = '
i [— oser - DN
- LES
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N
s
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0 b =i :
1o 10 o
u
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Computational setup
Fourth order solution (p=3)
Implicit time-stepping with At = tc/1000
Newton-Krylov with Jacobi preconditioner
Span 20% of the chord

onera rights reserved Cenaero
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Case C3.3 1t Intl Workshop on High Order Methods in CFD

Computational setup
Fourth order solution (p=3)
Implicit time-stepping with At = tc/1000
Newton-Krylov with Jacobi preconditioner
Span 20% of the chord

Onera Scientiic Day, Palsiseau Octobor ra 2012 © 2012 Conaero - Al ights reserved Cenaero
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Mesh racteristics

Extrusion of a 2D mesh (hex, wedges)
Uniform mesh in turbulent region (Ax=Az)
LES mesh is 4 times coarser in turbulent region

Onera 3rd 2012 rights reserved Cenaero
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Span- and chordwise resolution
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vorticity

Onera Scientiic Day, Paliseau October 3rd 2012 © 2012 Canasro - Allights reserved Cenaero
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Comparison LES and DNS

— DNS
— LES

Onora Scientific Day, Palaiseau October 3rd 2012 ©2012 Canasro Al rights reserved Cenaero

Comparison with Literature

CDNS/DGMY ILE
T UI9%
0.602 507
Separation 0.209 0.207 0.21
ttachment 0.654 5 0.65
Cost to compute one f, [CPUR] 11001 - -
onera rights reserved Cenaero
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Conclusions and perspectives

10-4-008d

DGM good candidate for industrial resolved turbulence
high order obtained on unstructured meshes
viable method for DNS of transitional regimes
implicit way of checking for r lution —
ILES would remove need for model tuning ?
efficient use of large scale HPC resources
Important gains in efficiency can still be achieved
hp-adaptive strategy
iterative strategies — multigrid algorithms
Interaction turbulence and high-order communities needed
approaches

itation and of
Reduced dependence on numerical methods
shock capturing and interaction with LES modeling
Peripheral technology needs to be developed (Gmsh?)
creation of the curvilinear meshes
visualisation of large high-order data sets

onera senii@ihavorkshop HOM:for LBy Cologne, May 27-28 2013nacro
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Evolving the Code_Saturne and NEPTUNE_CFD solver
toolchains for billion-cell calculations

Y. Fournier

EDF R&D, Fluid Dynamics, Power Generation, and Environment Department,
6 quai Watier —BP 49 — 78401 Chatou Cedex

EDF has been developing the Code_Saturne CFD solver since 1997, and co-developing the
NEPTUNE CFD solver, which shares much of the same architecture, since the early 2000’s.
These codes, though not ancient, have seen changes in the dominant computer architectures,
from vector machines to clusters to a mix of clusters and supercomputers from the IBM Blue
Gene or Cray XT/XE series.

As these codes are intended for often complex industrial studies, they must meet the
competing goals of being relatively easy to set up, to reduce the risk of user error, while
allowing very fine-grained control, for complex situations. This is ensured by providing both
a graphical user interface for the base setup and a wide array of user subroutines for finer
grained setup. Also, some mesh preprocessing tools are provided, such as mesh joining, and
their use must also be as simple as possible. For better evolution, we allow for major revisions
(every 2 years or so) to break the user data setup, but functionality must not be lost.

As users are not expected to be computer science or parallelism specialists, we have strived
to make the toolchain as transparent as possible relative to HPC aspects, using the same
scripts from a laptop to a supercomputer. This has required parallelizing a growing portion of
the toolchain, especially pre and post-processing aspects.

Both codes are routinely used for meshes approaching 200 million cells, and Code_Saturne
has already been tested up to 3.2 billion cells.

To reduce the volume of data produced, users may already extract end postprocess partial
data, and in the near future, we expect to add co-visualization or in-situ visualization
possibilities, so as to reduce the volume of data that must be both output and archived.

In this talk, we will briefly explain how our tools have evolved, and focus on current and
future evolutions to ease the usage of larger and larger datasets.
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Evolving the
Code_Saturne and
NEPTUNE_CFD
toolchains for billion-cell
calculations

Yvan Fournier, EDF R&D
Oc 3,2012

SUMMARY

1. EDF SIMULATION CODES
Code_Saturne
NEPTUNE_CFD

1. PARALLELISM AND HPC FEATURES
3. TOOLCHAIN EVOLUTION

4. ROADMAP
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Simulate and decide

* Power generation
' Improve the efficiency and safety of our facilities
o Optimization of maintenance and life span
© Response to specific events (flood, heat wave, incidents,...)

* Preparation of the future
o New technologies for power generation
' Innovation in renewable energies and storage
' Anticipation of climate constraints on shared
resources

* Promotion of sustainable development
9 Help customers optimize their energy consumption

* Global Challenges
o Evaluation and reduction of environmental

impact, waste management

= Development of future simulation tools

[ - Lo
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Code development at EDF R&D (1/2)

= Code_Saturne
o general usage single phase CFD, plus specific physics
o property of EDF, open source (GPL)
 http://www.code-saturne.org

* NEPTUNE_CFD
o multiphase CFD, esp. water/steam
5 property of EDF/CEA/AREVA/IRSN

DUPTONE a .‘
* SYRTHES B o

o thermal diffusion in solid and radiative transfer
o property of EDF, open source (GPL)

 http://rd.edf.com/syrthes 4 SYR\HES
* Code_Aster
© general usage structure mechanics
© property of EDF, open source (GPL)
© http://www.code-aster.org
‘;':enF | CFD Workflow | ONERA Scientific Day | October 3 2012

Code development at EDF R&D (2/2)

* TELEMAC system
 free surface flows
' Many partners, mostly open source (GPL, LGPL)
“ http://www.opentelemac.org

* SALOME platform
“ integration platform (CAD, meshing, post-processing, code coupling)
* property of EDF/CEA/OpenCascade, open source (LGPL)
' http://www.salome-platform.org

* Open TURNS
! tool for uncertainty treatment and reliability analysis
o property of EDF/CEA/Phimeca, open source (LGPL)
“ http://trac.openturns.org

* and many others

© Neutronics, electromagnetism
' component codes, system codes

s
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Code Saturne
EDF’s general purpose CFD tool

* Co-located finite volume
Arbitrary unstructured (polyhedral meshes)

* Physical modeling

© Laminar and turbulent flows: k-¢, k-0 SST, v2f, RSM, LES
Radiative transfer (DOM, P-1)
Coal, heavy-fuel and gas combustion

© Electric arcs and Joule effect
Lagrangian module for particles tracking
Atmospheric modeling

= ALE method for deformable meshes ®

Rotor / stator interaction for pumps modeling

l‘
Conjugate heat transfer (SYRTHES & 1D) ‘
i -

| CFD Workflow | ONERA Scientific Day | October 3 2012

NEPTUNE_CFD
EDF/CEA/AREVA/IRSN multiphase CFD code

* Development team: EDF and CEA
' Development, validation, maintenance, installation, training, hot-line
! Pioneering applications

* Users
' EDF, CEA, IRSN, AREVA-NP

' European project partners (NURISP) w
@ Academic collaborations (IMFT)

* Main features

7 3D and local two-phase flow analysis

© Generalized multi-field model

© Physical models
- Turbulence (k-¢ and RSM)
- Interfacial area and polydispersion models
- Set of models for boiling bubbly flows
- Set of models for stratified steam-water flows
- Conjugate heat transfer

* Based on Code_Saturne infrastructure and toolchain
o Different numerical scheme (similar solvers and gradient reconstruction)
' not open-source (EDF/CEA/AREVA/IRSN co-development)

..
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Required Environment

on

* Runs on all Unix-type systems (Linux, Unix, Mac OS-X)
Windows port underway

* Pre-requisites
© compilers
- €99 (gee, xle, icc, ...)
- Fortran 95 (fgfortran, xIf, ifort, ...)
o for parallel computing
- MPI library : Open MPI, MPICH2, ...
- METIS or SCOTCH partitioner (optional)
= for GUI
- Python, Qt4, SIP, libxmI2
Optional data exchange libraries
- MED, CGNS, libCCMIO

* Optional integration under the SALOME platform
© GUI extensions
- mouse selection of boundary zones
- advanced user files management
= from CAD to post-processing in one tool

s
“SeDF | CFD Workflow | ONERA Scientific Day | October 3 2012
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Code_Saturne /| NEPTUNE_CFD 2010 toolchain

* Reduced number of tools
' Each with rich functionality
= Natural separation between interactive and potentially long-running parts
2 Some overlap between old/new algorithms
- serial mesh joining in Preprocessor, parallel version in Kernel
= In-line (pdf) documentation

¢,
f)
®
-]
b

CFD Workflow | ONERA Scientific Day | October 3 2012

Code_Saturne | NEPTUNE_CFD 2012 toolchain

* Partitioner merged with code
Encourages parallel partitioning
= Potentially, only 1 of every r ranks may participate
- to avoid possible decreasing quality issues
Partitioning using PT-SCOTCH, ParMETIS, or Hilbert or Morton space-filling curve

=
Meshes |

()
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Parallelism and periodicity (1)

* Classical domain partitioning using MPI
' Partitioning using METIS, SCOTCH or internal Morton or
Hilbert space-filling curve
o Classical « ghost cell » method for both parallelism and
periodicity
- Most operations require only ghost cells sharing faces
- Extended neighborhoods for gradients also require
ghost cells sharing vertices

Domaln & Demain B Demain & Domain B

e U ==

! Periodicity uses same mechanism
- True geometric periodicity (not a BC) r
- Vector and tensor rotation may be required (semi-explicit
component coupling in rotation)
“ Input output is partition independent
© Currently adding OpenMP

—

Decomposition
on 4 domains

Velocity field
on full domain

[
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Parallelism and periodicity (2)

* Use of global numbering
We associate a global number to each mesh entity
- A specific C type (cs_gnum_t) is used for this. An unsigned long
integer (64-bit) is necessary for larger meshes
- Currently equal to the initial (pre-partitioning) number

* Allows for partition-independent single-image files
Essential for restart files, also used for postprocessing output
© Shared file MPI-IO possible does not require indexed datatypes

* Allows automatic identification of “Interfaces”
Matching between vertices on parallel boundaries
= Allow summing contributions from multiple processes in a robust manner and in linear time

* Redistribution on n blocks
© n blocks < n cores

Minimum block size and ranks step may be adjusted, for performance, or to force 1 block (for I/O
with non-parallel libraries)

()
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Parallelism and periodicity (3)

* Conversely, simply using global numbers allows reconstructing neighbor partition entity equivalents
mapping
' Used for parallel ghost cell construction from initially partitioned mesh with no ghost data

* Arbitrary distribution, inefficient for halo exchange, but allow for simpler
data structure related algorithms with deterministic performance bounds

2 Owning processor determined simply by global number, messages
are aggregated

* Switch from one representation to the other currently uses 1e1_a11toall
and mMp1 ALl v, but we may switch to a more “sparse” algorithm such
as Crystalrouter if performace issues reuquire it

© Not an issue under 16000 cores, not critical at 64000

| CFD Workflow | ONERA Scientiic Day | October 3 2012

Supported Meshes

* Mesh generators
Simail: easy-to-use, with command file, but no CAD
|-deas NX
© GAMBIT (Fluent), ICEM-CFD, ANSYS meshing
Star-CCM+
SALOME SMESH (http://www.salome-platform.org)
© Gmsh,
Harpoon, ...
* Formats
© MED, CGNS, Star-CCM+, Simail, I-deas universal,
GAMBIT neutral, EnSight Gold...
* Cells: arbitrary arrangement of polyhedra
© For example: tetrahedra, hexahedra, prisms, pyramids,
general n-faced polyhedra, ...

s
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Mesh Joining (1)

* Arbitrary interfaces: « any type of mesh / format » + « any type of mesh / format »
' Meshes may be contained in one single file or in several separate files
' Based on intersecting faces and reconstructing-sub-faces
© Expertise may be required if arbitrary interfaces are used:
- In critical regions
- With LES
With very different mesh refinements
- On curved CAD interfaces
’ Periodic matching builds on this

| CFD Workflow | ONERA Scientific Day | October 3 2012

Mesh Joining (2)

* Parallelizing this algorithm requires the same main steps as the serial algorithm:
Detect intersections (within a given tolerance) between edges of overlapping faces
- Uses pg;alle\ octree for face bounding boxes, built in a bottom-up fashion (no balance condition
require
- Preprocessor version used a lexicographical binary search, whose best case was O(n.log(n)), and
worst case was O(n2]
Subdivide edges according to inserted intersection vertices
Merge coincident or nearly-coincident vertices/intersections
- Requires synchronized merge accept/refuse
Re-build sub-faces

E———

s
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Mesh Joining (3)

* Tolerance merging of vertices allows for avoidal of small faces, though it may lead to higher warping
' Warped faces may be split into triangles, though this has other disadvantages

—

* The merging of vertices not in each other's tolerance neighborhood through merge combinations
(transitivity) is normally detected and avoide:
' Merge chains may be broken above a selected threshold to avoid this
' This may limit joinings when tolerance is set too high

Postprocessing output

* Users may define an arbitrary number of post-processing:
Writers
- Choice of an output format (EnSight, MED, CGNS, CCMIO), format options, and output frequency
Meshes
Subsets of the computational mesh
- Each associated to a list of writers

* This allows fine control of user output
Fr%qu;enl\y output fields may be associated to partial data, on a possibly time-dependent mesh
subse

- Useful for example to output partial data at higher frequency so as to generate movies, with
es

“reasonable” output volum

Stratified T junction
Velocity field at the
boundary of the zone

()
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High Performance Computing with Code_Saturne

* Code_Saturne and NEPTUNE_CFD used extensively on HPC machines
' EDF clusters (IBM Idataplex, Blue Gene/P; Blue Gene/Q) >
7 CCRT calculation center (CEA based)
’ PRACE machines
(HECTor (EPCC), Jugene (FZJ), Curie (GENCI)
’ DOE machines
- Jaguar (ORNL), Intrepid (Argonne)

* Tests run by STFC Daresbury up to 3.2 billion cells
» intensive work on parallel optimization and debugging loop

* Code_Saturne used as reference in PRACE European project
' reference code for CFD benchmarks on 6 large European HPC centers

[
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Scalability of Code_Saturne

* Scalability as a function of mesh size
At 65 000 cores and 3,2 Billion cells, about 50 000 cells / core

LES In Tube Bundies.
Code_Saturne Performance
HECTOR Phase3; Cray XEG
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Number of Cores
.
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Parallel Code coupling

* Parallel n to p coupling using “Parallel Location and Exchange” sub-library
' Uses MPI
? Fully distributed (no master node requiring global data)

» Sucessor to /refactoring of FVM (also used in Cwipi)
Core communication in PLE, rest moved to code

= SYRTHES (conjugate heat transfer)
* Coupling with (parallel) SYRTHES 4 run on industrial study using 128+ processors
' Coupling with (serial) SYRTHES 3 used older mechanism
* Code_Saturne
" RANS/LES
' Different turbulence models and time steps in fixed overlapping domains
» Turbomachinery
Same turbulence model and time step, moving subdomain

s
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Coupling using SALOME

* Fluid-Structure interaction through coupling with Code_Aster
Using the YACS module
Not in production yet

| lm tug lﬂ

= — — ]

veus ¥ P
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Next steps

* Add mesh multiplication (homogeneous mesh refinement)
* Will reduce mesh memory pressure
- May allow us to wait a bit longer for parallel meshers
> Will allow computing on a fine mesh, visualization or postprocessing on a coarser mesh
-May reduce I/0 and archival pressure
Will need user acceptance/education...
' Current developments under way, in the framework of the PRACE project

* Add parallel mesh boundary layer reconstruction
* Will allow rebuilding a boundary layer directly in the code
- No need to go back to the meshing tool
- A same base mesh will be usable with different (high/low Reynolds) boundary layer modes
o Currently being developed as part of a PhD at EDF

* Add in-situ visualization or co-visualization

» Future writers need not write to file, but may output to other representations

- MedCoupling or VTK (for co-visualization ?)

ADIOS ?

' Targeting VTK, for use with ParaView, or the SALOME platform's ParaVis (based on the latter)
7 Preliminary low-level work for co-visualization done

- Initial testing planned in 2013
" Intended to reduce I/0 and archival pressure

- Possible computational steering benefits

..
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Future steps

* Pursue integration with the SALOME platform
Only integrate directly with components which are HPC compatible
- Or in a manner compatible with HPC
- Currently, Visualization is) is HPC
- Mesh is making progress
Coarser Integration (using files) for parts of the platform which are less HPC oriented
For future ensemble calculations, may benefit from OpenTurns integration for driving of uncertainty
determination

* Optimize for future ensemble calculations
Using in memory data staging (avoiding files) with ADIOS, HDFS5, or similar technologies may
mitigate 10 volumes
Pseudo code coupling (actually postprocessing coupling) may allow determine key statistics with
less I/O and archival
- This needs to be done in a relatively fault-tolerant manner
— one run crashing must not cause the loss of the whole ensemble

- Nesting ?

s
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HPC timeline — Capability (peak) examples

215>

Consecutive to the Civaux Complete reactor
vessel

thermal fatigue event

Computations enable to
better understand the wall
thermal loading in an
injection.

Computation with an
LE.S. approach for
turbulent modeling

Knowing the root causes of
the event - define a new
design to avoid this Part of a uel assembly LES of tube bundie
problem. Refined mesh near the 5x5 grid experimental mock-up

HPC timeline — Capacity (production) examples

Lower core plenum  Computation with an
flows, determining  L.E.S. approach for DNB study (NEPTUNE_CFD)

core nlet conditions  turbulent modeling 5¢5 experimental grid, ful
mockeup height

Several applications,  Refined mesh near the Partofa uol asserbly
oot appleatons. et 55 grid experimental mock-up

T

Ensemble
calculations
for uncertainty
determination

Fujistu VPP 5000 Cluster, IBM Power5 1BM Blue GenelL Cray XE6 ? Fujstu VPP 5000 Cluster, IBM Power5 1BM Blue Genoll. 1BM Idataplex ?
1.0f 4 vector processors 400 processors 8000 processors 4000 cores > 60 000 cores 1.0f 4 vector processors 400 processors 1024 processors 2000 cores. > 60000 cores
2 month length computation 9 days #1month #short test (< 1day) #1 month 2 month length computation 9 days #1week/100 000 time steps # 2 months. #2months
#1Gb of storage #15Gb of storage #200 Gb of storage #57Tbof storage #100 T of storage meshing bid. . cap ibid.
2.Gb of memory 25 b of memory 250 Gb of memory 3Tb of memory 60 Tb of memory ata transfor b, L ibid. . avoided (in situ)
Power of the computer  Pre-processi Pre-p 9 Mostly rosolved. resolved (for mesh and visualization) Iau\l s . ibid. ..
p ires restarts
Power of the computer Mesh generation . ibid. ... »':: - red ﬁ:‘:jm:gﬁ"
. Scalabilty / Solver e ibid. .
s I,
9~ €DF Visualisation 9~ €DF

Code_Saturne open source practical info

* Distribution of Code_Saturne
GPL license, auxiliary library (PLE) under LGPL license

* Code_Saturne EDF website
http://code-saturne.org O e T

source download
Code presentation and documentation | [z
Contact with EDF development and
support team

Code_Saturne news

Forum and bug-tracker

Description of Code_Saturne

P s——
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Parallelism history and roadmap (1)

* In recent years, HPC related work focused on parallelizing Code_Saturne, also benefiting

NEPTUNE_CFD.

Initial prototype in 1997 and Code_Saturne V1.0 in 2000 were not parallel, but designed to be

“parallel-compatible”
V1.1 released Nov 2004: parallel using domain splitting and MPI
- 2-3 man-months Pre/post processor work starting mid 2001;
- Includes METIS for domain partitioning;

~  Preprocessor limited to 1022 processor output (on Linux) due to limit on simultaneous

number of open files
Parallelism operational after 2-3 mm Kernel work late 2001 / early 2002;
—  Restarts possible only on the same number of processors;

—  Single-image parallel restart system implemented spring 2003 (3 mm), allowing restarts on

any number of processors;
Port to NEPTUNE_CFD summer 2003.

Meshes | —>|

Envelope: Kernel: — Envelope:
serial run distributed run serial run

s
& SeDF | CFD Workflow | ONERA Scientific Day | October 3 2012

output

Parallelism history and roadmap (2)

* MPI (Message Passing Interface) calls not
done directly in Fortran code, in which
wragpers with simplified arguments are
use

* Messages between Kernel, Envelope, and
Syrthes use a serial “portable” (big-endian)
’l\)/l‘gfliry format, either using files, pipes, or

* SYRTHES coupling is also serialized through
the Envelope module (requiring exchanges
to be done using pipes or MPI, and not files).

..
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Parallelism history and roadmap (3)

* V1.2 released Nov 2006 introduced single-image parallel post-processor output as an option
Parallel ., serial I/O aspects handled by preliminary FVM (Finite Volume Mesh) library, (parallel)

successor to “Enveloppe” (Pre-Post adaptor);

- Legacy post-processor mode using “Enveloppe” tool still used, as FVM was not fully featured;
Added “extended neighborhood” gradient reconstruction option, which introduced a second optional

ghost cell set;
3 released Dec 2008 adds many HPC-oriented improvements
Post-processor output fully handled by FVM library;
Post-processor output functionality removed from “Enveloppe” module
renamed to “Pre-Processor’;

- allows removal of 1022 processor run limit of versions 1.1 and 1.2;
Ghost cell construction migrated from pre-processor to FVM / Kernel

- parallelized, removed 1 memory bottleneck;
Pre-processor simplifications and optimizations

- up to 40% gain in max memory use over version 1.2 in example cases

X
Pre-Processor: Kernel + FVIM:
Meshes serial run distributed run > processing

output

"V

s
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Parallelism history and roadmap (4)

* Coupling with SYRTHES is now handled directly by Kernel, removing Enveloppe bottleneck
* Only cou;)\ed boundary faces by Code_Saturne and the required interpolation data are added to its

memory footprint
= S E%
S -
s | *= e
J pred =]
G'-
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Parallelism history and roadmap (5)

* By 2012, pre-processing was fully parallelized
2007: Separated basic Pre-Processing from Partitioning (V1.4)
- Allows running both steps on different machines
- Partitionning requires less memory than pre-processing

— ”
Partitioner: Kernel + FVM: |
serial run distributed run
* 2008-2010: Migration of advanced preprocessing from preprocessor to parallel kernel
Concatenation, joining of conforming/non-conforming meshes, periodicity

3 ™
Kernel + FVIM: Partitioner: Kernel + FVIV:
distributed init serial run distributed run

* July 2011status
Areduced subset of the current serial Pre-Processor survives as a mesh import tool
Optional graph-based partitioning done as a separate step, using PT-SCOTCH or ParMETIS

Kernel + FVIM: Partitioner: Kernel + FVM:
Meshes distributed init distributed run distributed run

()
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Pre-Processor:
serial run

‘

Post-
lprocessing|
output

Parallelism history and roadmap (6)

* In 2013, the complete toolchain will be parallelized
' Parallel mesh readers for major formats (at least MED 3.0, possibly CGNS 3.1)
' Areduced subset of the current serial Pre-Processor may survive as a legacy mesh import tool

-
Post-

Meshes processing
output

* Coupling status (May 2012)
5 SYRTHES 3.4: semi-distributed coupling (n / 1) using internal library
Each rank of Code_Saturne exchanges only local data
* SYRTHES 4.0: fully distributed coupling (n / p) using PLE library
- FVM, the precursor of PLE, is also available as an option in ParaMEDMEM (not in default builds),
and by cwipi.
' Code_Saturne: fully distributed coupling (n/ p) using PLE library
- Coupling of multiple Code_Saturne domains used for rotor/stator or RANS/LES coupling
' Code_Aster: serialized coupling (n / 1 /1) using YACS/CALCIUM API
- Onlﬁ rank 0 comunicates using YACS, and gathers/scatters coupling data for other Code_Saturne
ranks

- A switch to using ParaMEDMEM could be recommended, but is not urgent.

[
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Code Saturne general features

* Technology
Co-located finite volume, arbitrary unstructured meshes, predictor-corrector method
350 000 lines of code, 35% Fortran, 45% C, 13% Python
* From version 2.0 on, different versions “x.y.z” are released
Production version every two years (increasing x)
- With the release of a Verification & Validation summary report
Intermediate version every six months (increasing y)
With non-regression tests to ensure the code quality
Corrective versions when needed (increasing z)
- To make sure the users are provided with the fixes in time

()
< SeoF | OFD Workflow | ONERA Scientifc Day | October 3 2012

Code evolution

* Initially, turbulent Navier-Stokes kernel in Fortran 77, with a second adapter executable written in C for
format conversions and I/O (and possible couplings.
* Progressively, add mesh handling structures in C in the kernel (not visible for the physics and numerics
developer)
* All handling of parallelism using MPI goes through a C-coded layer
' Corresponding Fortran calls simplified as much as possible
> More complex structures handled usin? C (to benefit from structures and dynamic memory
allocation), and only a simple AP is callable from Fortran.
* Fortran 90/95 was not a good option in 1997:
' Compilers quite buggy based on feedback from other EDF software at the time
> No free compiler (such as g77) for Fortran 90, a potential problem for external users
* Use of external libraries for some code aspects
’ Most often written in C

s
S €eDF | CFD Workflow | ONERA Scientific Day | October 3 2012

Applications

* Nuclear security and production optimization
PWR plant life time Time = 92925
Accident of dilution
Behavior of the assembly
Slagging and fouling in Pulverized Coal Furnace
Interaction fluid / structure in Pulverized Coal Furnace
Circulation and deposit of radionuclide into the reactor
Fire safety
Severe Accident on the Reactor Coolant System

= Availability
cold source
Fouling of filtration organs by external bodies
(seaweed, sea currents, fingerlings, plant debris)
Availability of oil processing
© Passage of particles and
cold shock in pumps

()
<seoF

Understanding of phenomena

* Thermo hydraulics heading
' Thermal fatigue in mixing area
' Thermo hydraulics heading of valves
» Calculus of hydraulic characteristics of safety valve
» Thermal head for the primary pumps
* Various
' Control the swirl flow
> Prediction of tonal noise phenomena and cavitation in pipes
» Multi-physics modeling of arc welding

f=]
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Other applications

* Atmospheric modelization
Atmospheric dispersal around nuclear power plants

* Various
Dome temperature of EDF Energy’s AGR
Prototype of generation IV reactors
Storage of nuclear waste

| CFD Workflow | ONERA Scientific Day | October 3 2012
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Other means of production

Woll st . G5 1eratore  Slaging mass o density
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VAR

* Thermal production
* Wood combustion modelization
' Configurations of advanced low-NOx of the Q6(
o Optimization of the combustion of the fuel/ coal ...
’ Biomass combustion
' Oxy-combustion
’ Co-combustion (coal-biomass)

* New means of production
' Wind potential estimates
“ Influence of the turbulence and the
waves on the marine current turbine
' Waste heat recovery in
iron and steel production
© Prototype of energy storage CAES
© Towards Zero Emission Coal Power Plants

[
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Quality assurance

* Code_Saturne widely used at EDF and outside
150 EDF users (R&D and engineering)
400 estimated users contacts outside EDF
© Code_Saturne used for all general CFD calculation
Code_Saturne especially used in calculations for Nuclear Authorities
- Code developed under Quality Assurance
* Verification
© Before each long-term release is declared “fit for industrial use”
Around 30 test cases, covering all capabilities of the code
Academic test cases to industrial configurations
© 1 to 15 calculations per test case
- Around 1 man.year of work
* Validation
Further validation for specific industrial domains single phase thermal-hydraulics
* Auto-validation tool
© Intended to automate regression testing
Decouple release cycle from validation cycle

()
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Code_Saturne version history

* Development
' 1998: Prototype (long time EDF in-house experience, ESTET-ASTRID, N3S,
©2000: version 1.0 (basic modelling, wide range of meshes)
© 2001: Qualification for single phase nuclear thermal-hydraulic applications
1 2004: Version 1.1 (complex physics, LES, parallel computing)
1 2006: Version 1.2 (state of the art turbulence models, GUI)
©2008: Version 1.3 (massively parallel, ALE, code coupling, ...)
] Released as open source (GPL licence)
1 2008: Intermediate version 1.4 (parallel /0, multigrid, atmospheric, cooling towers, ...)
© 2010: Version 2.0 (massively parallel, code coupling, easy install & packaging, extended GUI)
1 2011: Intermediate version 2.1 (parallel mesh joining and partitioning, improved scripts and setup)
1 2012: Intermediate versions 2.2, 2.3 (many physical model additions, including GGDH thermal wall)
©2013: Version 3.0 (AFM, DFM thermal wall laws)

[
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The NEPTUNE project

* Resources
Whole project: ~25 men.year per year (CEA, EDF),
3-4 PhD, 5 sites
* Structure
o 3 complementary axes for a
qualified software

Software Development ‘ ‘

R&D H Experimental Activities ‘

g

: \QQ

Im e == == = =

Timeline

‘.
s
%~ €DF

| CFD Workflow | ONERA Scientific Day | October 3 2012
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2.16 V. Moureau (Coria)

ONERA Scientific Day 2012

Strategies for the massively parallel solving of reacting and two-phase flows
with billion-cell meshes. A few case studies with the YALES?2 solver

Vincent MOUREAU
CORIA - CNRS UMR6614, INSA et Université de Rouen
http://www.coria-cfd.fr/index.php/User:Moureauv

The steady increase of computational resources in super-computing centers is a strong driving mechanism
for Large-Eddy Simulation (LES) and Direct-Numerical Simulation (DNS) of turbulent flows. In these ap-
proaches, that are based on the solving of the 3D unsteady Navier-Stokes equations, the range of resolved
scales and the CPU cost are directly related to the mesh resolution and the accuracy of the numerical schemes.
However, the solving of the Navier-Stokes equations with several thousand CPUs and billion-cell meshes is

challenging, especially when dealing with flows at low-Mach number. In this case, an elliptic linear system
with several billion degrees of freedom needs to be inverted.

This presentation will focus on numerical strategies for the solving of turbulent reactive and two-phase flows
on massively parallel machines. These strategies are implemented in a low-Mach number code named YALES?2,
which is collaboratively developed by CORIA and several other labs. In the recent years, this solver has been
ported on various French and European platforms including the Curie machine at CEA in the framework of the
2nd call of the PRACE project. Thanks to its high-performance linear solvers and its fully distributed mesh
management, YALES?2 has been applied in a large range of turbulent flows with billion-cell meshes ranging
from premixed turbulent flames in complex aeronautical burners to primary atomization of liquid fuel. During

the summer, the code was used to perform highly-resolved LES of turbulent heat transfers on a turbine blade
with tetrahedral-based meshes counting up to 143 billion elements.
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YA LEBES-:2

Strategies for the massively parallel solving of
reacting and two-phase flows with billion-cell
meshes.

A few case studies with the YALES2 solver

V. Moureau, G. Lartigue, P. Domingo,
L. Vervisch, G. Ribert, Y. D’Angelo
CNRS-CORIA, UMR 6614, Rouen

http://www.coria-cfd.fr
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V. Moureau, CORIA

B The challenge

» Many phenomena at very different scales

Chidriose de cumbisdicn
- — O% Turbulence 0181an:1“
@ Atomization 0.1 mm
Spray
o transport 10 um

Evaporation 10 um

Combustion 0.1 mm

3 to 4 orders of magnitude

farmes
afusicn
sobity
N HC
jon
I arfice pinss

—_—
Aeronautical burner

V. Moureau, CORIA
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B Outline

» Motivation

» The YAL=S2 code

Description

Mesh management

High performance linear solvers
Embedded post-processing

» A few case studies

» Conclusions

V. Moureau, CORIA

s e &
> CNRS - UNIVERSITE
==

BYALE=S2 www.coria.cfd

» YALES2 is an unstructured low-Mach number code for the
DNS and LES of reacting two-phase flows in complex geometries.
It solves the unsteady 3D Navier-Stokes equations

» It is used by more than 60 people in labs and in the industry
« Labs: CORIA, I3M, LEGI, EM2C, IMFT, CERFACS, IFP-EN, ULB, ...

* Industry:
= : GOF S\CZ
Ssarman @ @hodia S=E=<C

RENAULT A

AIR LIQUIDE | AIRBUS .

» Awards
« 3 of the Bull-Joseph Fourier prize in 2009
+ 2011 IBM faculty award

V. Moureau, CORIA

B Why trying to model turbule

» 86% of the usable energy on earth is obtained through combustion
» Combustion occurs in many applications
* Aer i i ive industry, furnaces, ...

v

COL2 I T

V. Moureau, CORIA

™ Estimate of resources requi
scale computations

» Simulation time for an aeronautical combustor with a mesh of 10
billion tets (2020 target)

IBM Power 7 Server IBM Blue.GeneIQ
6 years with 1 day with 1.6

IBM Blue Gene/P
24 days with

00,000 cores

» Many issues still have to be addressed
+ Mesh management, solving of large linear systems, post-processing, ...

V. Moureau, CORIA

The YALE=S2 code

V. Moureau, CORIA

B The YAL=S2 library

» 2 main maintainers
+ V. Moureau
+ G. Lartigue

» 250 000 lines of
object-oriented f90

» Git and svn version
management

» Portable on all the
major platforms
(even ARM proc.)

V. Moureau, CORIA

COL2IA o
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B The YALE=S2 solvers -

» M Vort. mag.
: 300

V. Moureau, CORIA

‘ § y c. Cﬁ‘ﬁ?f-
nme: oms [N

B Strategy: refinement and pa-

Automatic mesh refinement + partitioning

v

Size 2 14 110M 878M
Numb

ofbloms 1 16 128 1024
Number 4 16 128 256

of files

V. Moureau, CORIA

B Mesh management on the pi

» 1st solution: single-level domain decomposition
» Several available libraries: Metis, Scotch, ...

WAYAY)

A proc #2 e

TREREER i LY
» -

IR R proc #3

; y < 0
) TAVA AVAYAN
M proc #1 - OOk
R ATATATATATATATAVAVAYATAT) iy
V. Moureau, CORIA o
[ 1«
S

High-performance linear solvers

V. Moureau, CORIA

Mesh management

V. Moureau, CORIA

COL2IA o e

T

5 & 2 3
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Xl 7

» For tets, mesh refinement is not obvious (Rivara 1984)

B Mesh management on the pi

N X
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V. Moureau, CORIA

Mesh generation
» Homogeneous mesh refinement allows to reach massive mesh
sizes. The only constraint is that the geometry has to be well
described by the first mesh.
V. Moureau, CORIA
B . “;:;(i’bﬂ'l : OC
= VAVAVAN) 1y (AN ATaY SATATS
o RO RN
S gs;;:' S .
T RS { PREET
. iR ‘ R

V. Moureau, CORIA CoOl

B Governing equations
» For DNS of iso-thermal flows at low-Mach number
» Velocity equation
ou 1 1
—+V.(wu)=—--VP+-V.71
ot p p
» Divergence-free constraint
V-u=0
» Often solved with projection methods (Chorin 1968)
1 V. u*
. v.(ivp)=XY o Az =b
P At

=™ "N'Vll!ﬂl_
e
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'® Nicolaides 1987)

I/

V. Moureau, CORIA

P Cies - UNIVERSITE ot INSA de Roven

'wa The Deflated Preconditioned Conjuga

» The principle is very close to the one of algebraic multi-grids

WT

' » The PCG preconditioning is based on a projection operator

P=I-WA ‘WA A=wTAw

'm Optimized deflated PCG

reduce the communication cost

» Combining improved residual recycling (Fischer 1998) and an
optimal stopping criterion on the coarse grid allows to further

16384 1— — Linear scaling
O Yales2 with A-DEF2 solver
L A Yales2 with RA-DEF2(d) solver

12288 —

4096

Weak scaling for a low-Mach
number turbine blade calculation on 7
the Curie machine at TGCC, CEA

PRACE project MS-COMB

M‘alandain et al, submitted to JCP

228 — 16384

o — 12288

— 8192

— 4096

L
0 4096 8192 12288

Ve Number of cores

L
- 0 l

partitioned HDF5 format

“l Embedded post-processing of iso-co

» YALES2 has a feature named “POSTPROC_DUMP”, which
allows to dump the cells of a plane or an iso-contour in the pre-

PROGIGOLOR
1700

|)OOD
£1400

A few case studies

V. Moureau, CORIA

A s - UNIVERSITE f INSA de Roven

‘B Implementation in YALE=S2

VRS

V. Moureau, CORIA

(CNRS ~UNIVERSITE o1 INSA de Roven

» Deflation is quite easy to implement if a coarse mesh is available.
Restriction and prolongation operators are well defined.

» In YALES2, the DPCG uses the two-level domain decomposition.

Embedded post-processing

V. M , CORIA [!
loureau, B s e st

'@ Embedded post-processing of planes

» A movie can be made for any run at no cost

» Example with a mesh of 110 million tets on 1024 cores of Curie, CEA

'l PRECCINSTA burner

» Re =45,000

» More details in: Swirler

* Roux et al, Combustion and Flame (2005)

+ Galpin et at, Combustion and Flame (2008)
+ Moureau et al, Combustion and Flame (2011)

V. Moureau, CORIA

(CNRS - UNIVERSITE ot INSA de Roven

» Industrial lean air/methane burner designed by Turbomeca (SAFRAN)

Combustion Chamber

* Moureau et al, Journal of Computational Physics (2007) (2 papers)

Exhaust
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B PRECCINSTA: coherent structures

‘l PRECCINSTA: coherent structures-

» Impact of the mesh resolution on the smallest resolved scales

2.6B tets
16384 cores

)

Btudyizg Turbulsree Usiag
Nunerical Simalatica
Dusabases - XI1T

CoMPTES RENDUS Theoretical
AN DRy ST and Numerical
Combustion

MECANIQUE ,

Procsedags of e 2910 Suma Progras

2-3

2.6B tets
16384 cores
Babel, IDRIS

V. Moure: —

I Study of heat exchanges on a
' turbine blade (N. Maheu)

» 1 2000 — . . .

- Study of heat exchanges on a
'~ turbine blade (N. Maheu)

» LES with 18 billion tets on 16384 cores of Curie, CEA

>l L o —e Experimental results |
- — Mo
> I i — Ml
U 10l H M B
)
+ — M4
i
» 1 r i ]
=1 i
S 1000 |- ! N
& |
z

'w Study of heat exchanges on a | Study of heat exchanges on a
turbine blade (N. Maheu) '~ turbine blade (N. Maheu)

U Mag (m/s) < (K)o » Study of local heat transfer

Y
R

i AN 11

I

Nusselt number (-)

V. Moureau, CORIA
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Conclusions & perspectives

V. Moureau, CORIA

(CNRS ~UNIVERSITE o1 INSA de Roven
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'@ Conclusions & Perspectives

» Billion-cell calculations are feasible on the current machines
» Their pre- and post-processing are still difficult
» Some remaining challenges and some potential solutions
+ Large-scale feature extraction: high-order implicit filters
+ Mesh generation: local mesh refil mesh
+ Efficiency of multi-physics simulations: dynamic load balancing

» A 2020 target ?

|

V. Moureau,
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2.17 Y.M. Lefebvre (Intelligent Light)

CFD Workflow Improvements for Today and Tomorrow

Yves-Marie Lefebvre’, Earl P. N. Duque?, Matthew N. Godo® and Steve M. Legensky*

Intelligent Light, Rutherford, New Jersey, 07070, USA

Volume rendering of vorticity magnitude for a temporal mixing layer.

This presentation describes various efforts conducted in recent years by Intelligent
Light in the field of CFD workflows. These projects took two forms:

- Workflow improvement and data management capabilities in our commercial
post-processor FieldView. We will describe in this section recent successes
achieved by Intelligent Light's Services Department in implementing and
combining these methods for high-end industrial users, which led to significant
improvements in average CFD results processing time and overall throughput,
with the same hardware infrastructure.

- Research projects, conducted by Intelligent Light's Applied Research Group
(ARG), together with some of the most advanced CFD research teams in the
world. This part will focus on the “Intelligent In-Situ Feature Detection, Tracking
and Visualization for Turbulent Flow Simulations” (IFDT) project ™ resulting in a
new prototype visualization and CFD data analysis software system for flow
feature data tracking and extraction. This prototype system can explore, detect,

' Sales and Support Engineer, Intelligent Light, yml@ilight.com
2 Manager, Applied Research Group, Intelligent Light

® Product Manager, Intelligent Light

* General Manager and Founder, Intelligent Light
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track and analyze flow features predicted by large scale unsteady CFD
simulations. The feature extractor method executes In-Situ with a flow solver via
a Python Interface Framework, to avoid the overhead of saving data to file. The
Volume Rendering capability (see image above) was developed in a prototype
version of FieldView, and will soon be available in an upcoming production
release.

References:

[1] Earl P.N. Duque, Daniel Hiepler, Christopher P. Stone and Steve M Legensky,
Kwan-Liu Ma, Christopher Muelder and Jishang Wei, “IFDT - Intelligent In-Situ Feature
Detection, Extraction, Tracking and Visualization for Turbulent Flow Simulations”,
Paper Number ICCFD7-1703, Seventh International Conference on Computational
Fluid Dynamics (ICCFD7), Big Island, Hawaii, July 9-13, 2012.
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ONERA Scientific Days - CFD Workflow ©2012 Intelligent Light Proprietary

Intelligent Light

e
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ONERA Scientific Days - CFD Workflow ©2012 Intelligent Light Proprietary

Outli

Company Introduction
CFD Workflow Today
~ Data Management Issues
Technical Solutions available
in FieldView now
~ Industrial Successes
~ Intelligent Light Services Dept.
Applied Research Group (ARG)
ARG Introduction
An Advanced Workflow Project: IFDT
A sneak peak at an important announcement

o
Yves-Marie Lefebvre, Sales & Support Engineer, ymi@ilight.com o]
Earl P. N. Duque, Manager Applied Research Group, epd@ilight.com §
Matthew N. Godo, FieldView Product Manager, mng@ilight.com
Steve M. Legensky, Founder & General Manager, smi@ilight.com
Intelligent Light, Rutherford, New Jersey, 07070, USA
- Size
- Shape Design
CFD Workflow Improvements N Design,
- Pitch || ) ) )
for Today and Tomorrow -
Metadata CAD Mesh Solver Post Answer
rinom o
1 2
ONERA Scientific Days - CFD Workflow ©2012 Intelligent Light Proprietary ONERA Scientific Days - CFD Workflow ©2012 Intelligent Light Proprietary
1. Reduce the size of data
2. Avoid moving the data Actions on Objects:
- Visualize/Render
3. Automate the process - Animate/Sweep Cache
L ) - Integrate Forces
4. Optimize the use of available hardware - Probelplot values
- Output Pics/movies
N POSTPROCESS
We'll describe:
) ) N ompute Objects
- FieldView developments in this area eomelry | WRITE | /
: utting Planes XDB
- How they’ve been deployed successfully by o-surface File
Intelligent Light's new Service Department =
TR ;,Q' 3 .
1. Reduce the Size of Data 1. Reduce the Size of Data
Mini-Grids ' Mutual US ﬂ;s
@hcemp ~ Aerospace File e CLIt
Technologies  Cy;stomer - Visualize/Render
XDB - Animate/Sweep Cache
File - Integrate Forces
- Probelplot values
~Output Pics/movies
POSTPROCESS |
CFD++ A;B
Boundaries File
\ VolumeMesh | Defined number of prisms
3 4
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ONERA Scientific Days - CFD Workflow ©2012 Intelligent Light Proprietary

XDB (Extracts) Rvrrens

R Systems Cloud

7.5GB /step
FIELDVIEW
batch
: Sipint
XDB coord planes
~121MB/step

a |
Desktop S

FIELDVIEW
interactive

client
— =
interactive
E =
£/ ﬂ I
|
1 s
display

Intalligant Light

ONERA Scientific Days - CFD Workflow

DN 5
3. Automate the Process

FVX / python Automation

* 80% of the design is driven by CFD e
* 90% of post-processing is UL UL
automated via batch

“We can automatically generate full car reports, videos and
graphics and share those around the company. Everyone

. then has the knowledge needed to make better
decisions.”

Nathan Sykes, CFD Team Leader

WL T,
4. Optimize Use of Hardware

Typical Post-Processing Node
- 810 12 cores —
- 3210 384 GB of RAM

- High-end GPU (ex: nVIDIA Quadro 4000 to 6000 or
AMD FirePro W5000 to 9000)

CFD has greatly benefited from Parallelization
- Solvers often show very good scalability
- What about Parallel Post-Processing?

© 2012 Intelligent Light Proprietary

ONERA Scientific Days - CFD Workflow ©2012 Intelligent Light Proprietary

A Word On Parallel Post-Processing

Parallel Post-Processing is a requirement
For reading multi-file partitioned data
For reading very large datasets
May exceed the capacity of a single node

Is it sufficient for reaching high performance?

1. Read data 2. Create Post-Processing 3. Render
Objects Obijects
- Boundaries )
Good “cus New Graphic
Scalability iso-suraces ’ Engine
- Streamlines.

Intalligant Light

Vil gt com

N Y
A Word On Parallel Post-Processing

Scalability of post-processing objects creation

Example
- Typical external aero
mesh
- Metis partitioning
algorithm
- 8 partitions

Intalligant Light

ONERA Scientific Days - CFD Workflow

Scalability of post-processing objects creation

Boundary Surface

Intalligant Light

AL N
A Word On Parallel Post-Processing
Scalability of post-processing objects creation

_
L

Z Cut

Intalligant Light

© 2012 Intelligent Light Proprietary
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A Word On ParaIIeI Post- Processrng

Scalability of post-processing objects creation

Intafligant Light

A Word On ParaIIeI Post- Processmg
Scalability of post-processing objects creation

Cp Iso-surface

ONERA Scientific Days - CFD Workflow ©2012 Intelligent Light Proprietary

IL Services - DeS|gn a new Workflow

Keys to Increased Performance
- Use more cores
* Parallel post-processing
* Concurrent Processes
— Lower memory usage (Lets you use even more cores)
+ XDBs
- Increase graphic card usage
* Hardware rendered batch
Solution
Concurrent Hardware Rendered XDB Workflow
[rym———

Intelllgent nght Serwces Dept.

* Today’s CFD environment is highly complex
* There is no such thing as a Workflow that will
work for every organization
Different constraints (Hardware, network, data size...)
Different goals
« Intelligent Light Services Department has been
created to help our customers with their CFD
workflow

9 10
ONERA Scientific Days - CFD Workflow ©2012 Intelligent Light Proprietary ONERA Scientific Days - CFD Workflow ©2012 Intelligent Light Proprietary
Applled Research Group (ARG) The IFDT Prorect
- Manager: Earl P. N. Duque (epd@ilight.com) IFDT - Intelligent In-Situ Feature Detection, Extraction,
- Full time + Distributed Team + Partners Tracking and Visualization for Flow Simulations
University Collaborators: MIT, Penn State, )
Georgia Tech, University of California 1. In-situ processing
- Industrial and Government Projects 2 Vg“;‘m‘e Renéi‘errrlg -
- NASA, Air Force, Dept. of Energy e I
- Overset grids, aeroacoustics, ultra-scale data management... _ Statistics
= 3. python based user interface
Applled Research Group (ARG) In-Situ Processing —
Predicior/Corecior
; ine i Python Software NodeN Rusamp\ar
Brrng' the rnost advancer)’ technologies into Interface Framework
the FieldView commercial product Each program has
been converted into a  FIELDVIEW server
Former ARG projects now in FieldView shared python library
Executed under a python Node2
XDB high level control
MPI based Parallel - T Sover
TPredictor/Corector
Nodet P
@ python” ARG actively using NumPy, SciPy, % FIELDVIEW server|
PyQt, Matplotlib, Python Frameworks. 3 Node0 [FiELOVIEW server]
FIELDVIEW cient Server
1" 12




2.17 Y.M. Lefebvre (Intelligent Light)

929

ONERA Scientific Days - CFD Workflow

© 2012 Intelligent Light Proprietary

ONERA Scientific Days - CFD Workflow ©2012 Intelligent Light Proprietary

o &)
In-Situ Processing Benefits

Programs share the same address space

* No File I/O

* Minimum memory footprint on the server
+ 7% for LESLIE3D
+ 14% for OVERFLOW-2

Volume Rendering used with various Transfer Functions
for feature discrimination

* Four types of transfer
function shapes
Gaussian, Step-Function
“S-Curve”, Delta Function
The Transfer Function Ul
Enables
of flow

~ Speeds evaluation of flow
features

- Interactive Feature Discrimination

Detection and Tacklng

Predictor-Corrector Feature Extraction and
Tracking

Based upon the prediction-
correction method by Muelder
and Ma

A prediction step to make the
best guess of the feature
region in the subsequent time

step
Followed by growing and

Rsference
shrinking the border of the - Muaier and K-L. Ma, nteractve feature
predicted region to coherently exrecton end acking by ilizing region
extract the actual feature of Pacitc Vissalzation Symposm, 2005
interest

« Transient information of a tracked feature is collected by
the server processes and sent to the client for display
= Time history of all the voxels within a given tracked
feature.
Average value or Centroid of the volume of voxels

-

i
i

2100+ |®a o v

Intalligant Light

ONERA Scientific Days - CFD Workflow

FieldView :Y‘""d"
Prototype ik
e interface

Conclusion

* Post-processing has became strategic in high-end CFD
workflows
Too much data to process
* Many data management solutions have been added to
FieldView over the years
~ Best solution is a different combination for every workflow
Services Dept. created to help customers progress through this
maze

* More capabilities will be added in the future, thanks to
the advanced technologies developed by ARG

Intafligant Light

©2012 Intelligent Light Proprietary

ONERA Scientific Days - CFD Workflow

©2012 Intelligent Light Proprietary
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2.18 P. Sadlo (Univ. Stuttgart)

Advanced Techniquesin Computational Flow Visualization

Filip Sadlo

Visualization Research Center of the Universitypaittgart
|Germany
Abstract

Today's CFD workflows typically focus on the meghand solving stages. As a
consequence, the visualization stage cannot cgteVith the complexity and variety
of the simulation results. On the one hand thisssldown research and development
in the application domains and the CFD workflovelitson the other hand it can
prevent important discoveries and insights.

Over the last two decades, research in computdtisaalization has emerged
into a competitive discipline at the interface betw scientific computing and
computer graphics. Its ultimate goal "seeing theeen" has been pursued in many
application domains and in particular in CFD whstraightforward depiction is often
insufficient. We will exemplify the potential of sdnced flow visualization
techniques to analyze vortical flow, to reveal shreicture of transport in time-
dependent vector fields, and to accurately visedlED results given in higher-order
representation. However, while computational flaaualization is a success story in
research, the application domain stays behind.ssipée way to a more holistic CFD
workflow could be through commercial simulation esdmost of them feature a
post-processing stage and it could be in the istarethese companies and their
customers to ease the overall CFD procedure bydired more advanced flow
visualization techniques.
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Advanced Techniques in
Computational Flow Visualization

Onera Scientific Day 2012 — CFD Workflow — 2012-10-03

Filip Sadlo — Visualization Research Center, University of Stuttgart, Germany

nsns

VISUALIZATION RESEARCH CENTER, UNIVERSITY OF STUTTGART

Overview

= Vortical Flow

= Topology for Time-Dependent Flow
AR

= Visualization of Higher-Order Data

VISUALIZATION RESEARCH CENTER, UNIVERSITY OF STUTTGART

Vortex Visualization

Vortex criteria (Eulerian, local) _\

= Vorticity: @ = V x u, |o| > 0 (Galilean-invariant (Gl), insufficient)
. [Jeong '95]
= Helicity: h= - u, |h| > 0 (not so bad, but not GI)

= <0 (good, GI)
(15,2 medium eigenvalue of (S + Q2))
S = (VurVuT)2, @ = (Vu-vuT)i2

. [Sujudi '95]
Vortex core lines .

= Sujudi-Haimes: u || €, (not Gl _\
(s,: real eigenvector of Vu, others have to be complex)
= Valley lines of A, (Gl [Sahner 03]
= Space-time Sujudi-Haimes (GI, time-dependent)
Vortex criteria (Lagrangian) e
= Mz (GI, even invariant to rotating frames)

= Delocalized criteria 2 =
(Lagrangian averaging of any quantity) ~) s

! [Haller '05]
Deloc. 7, [Fuchs '08]

VISUALIZATION RESEARCH CENTER, UNIVERSITY OF STUTTGART

Vorticity Transport Analysis: Motivation

= Vortex core lines
= Local feature — local analysis

= \Vorticity transport on path lines
= Visualize vortex generation

.
4 Sadlo and Peikert, Visualization Tools for Vorticity Transport Analysis in Incompressible Flow, m S m S
IEEE Trans. on Vis. and Comp. Graph., vol. 12, no. 5, pp. 949 — 956, 2006

VISUALIZATION RESEARCH CENTER, UNIVERSITY OF STUTTGART

Vorticity Transport Analysis

Incompressible Navier-Stokes equation

Du du Vp p: pressure
—=——+u-Tu=-—+vFu i )
Dbt ot P p: uniform density
v: uniform (kinematic) viscosity
Vorticity equation
Do _dw +u-Vo=oVu+tvr?
Dt = at u 0= u+viFw

5 nsns
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Vorticity Transport Analysis

Vorticity equation

Vortex stretching / tilting:
Do Iw
—=——+tu-To=w Vu+vWae

Dt~ at — T stretching T
stretching / titing_—giffusion ® ®
Ve

(w-Tu)jj o

Goal: quantitative analysis
— Restrict analysis to ||w|| by projection on ®

0
(54— u- Vw) = (@ V) + (VW20) =0+ 8
llo

Visualize o, §, A

A=|o+8—LHS| (discrepancy due to numerics)

6 nsns
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Vorticity Transport Analysis: 2D Plot

>
160 0.0185 %} = i g - g
180 o016 dliffusion - E \
140 oouss  waNdemncs — \ 83<0
§ 120 0015 § Noll
120 oous B
%m o T+ path line (fits Dw/Dt)
« plot ||w|| along pathline
R o o + 0, & bands around |||
%0 0013 « pos. above, neg. below
80 00125 * 0, 8 decompose D||w||/Dt
o 10 220 30 40 50
staps

7 nsns

Vorticity Transport Analysis:
Striped Path Lines

£

]

=
i

1
h

pe—
s 8
e
[P

« tube around pathline

N o « tube radius: [|o||

“ o « color code for each segment
® 0" » data stripes

a0 nn\\@
. Bsns
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Vorticity Transport Analysis:
Striped Path Lines

‘wm

oonss

« tube around pathline
N oo - tube radius: |||
“IT=1 o * color code for each segment

0 A » data stripes + error stripes

]
i

;

9 HWsns

VISUALIZATION RESEARCH CENTER, UNIVERSITY OF STUTTGART

Vorticity Transport Analysis: Separation
Vortex in Pelton Turbine Distributor

i B =
ing, fw ZER=
/) wl!
. w 1
i -
—— Whjfe dvectjonof
;

o 1w m m W

Orientation of vorticity

— Bluedasy sherbylaiffwionufom
boundary

10 nsns
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From Vortices to Topology:
Vortex Breakdown Bubbles

()
\
o l P
te
Observation: Sampled Isosurface Sketched topology
streamline caught streamline
inside region

11 nsns
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From Vortices to Topology:
Vortex Breakdown Bubbles

Physical visualization Sampled streamlines Islands of Visualization of
in experiment (forward / reverse) stability islands

12

VISUALIZATION RESEARCH CENTER, UNIVERSITY OF STUTTGART

Finite-Time Lyapunov Exponent (FTLE)

= Scalar Field measuring divergence of path lines

1 totT 6T ()
of, 0 = il Ol 11All= VAe @ 4D “

P X,
i I
\ \ ¢f:”:xtﬁ¢f§”(xt") é%
\ |

re
€pejp,
Manify dg

Expensive! (1 trajectory / sample)

Artifacts (FTLE strongly sampling sensitive)

FTLE field in Ridge surfaces = Lagrangian coherent structures
breakdown bubble :

(LCS):
separate regions of different behavior J
13 nwsns
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Time-Dependent Vector Field Topology
Based on Streak Surfaces

= Extract ridge intersections at 7_0=0.4s with FTLE 7=0.1s

Forward-time FTLE ridges Backward-time FTLE ridges Ridge intersections
(red, repelling LCS) (blue, attracting LCS)

1 Uffinger, Sadio, and Ertl, A Time-Dependent Vector Field Topology Based on Streak Surfaces, ms m S
IEEE Trans. on Vis. and Comp. Graph., to appear, 2012 )

VISUALIZATION RESEARCH CENTER, UNIVERSITY OF STUTTGART

Time-Dependent Vector Field Topology
Based on Streak Surfaces

= Streak generation for time T_s=0.1s

ridge intersections at t, = 0.4s hyperbolic path surfaces streak LCS at¢ = 0.5s

1 5 Uffinger, Sadlo, and Ert, A Time-Dependent Vector Field Topology Based on Streak Surfaces, m S m S
IEEE Trans. on Vis. and Comp. Graph., to appear, 2012.

VISUALIZATION RESEARCH CENTER, UNIVERSITY OF STUTTGART

Time-Dependent Vector Field Topology
Based on Streak Surfaces

- Pre-Advect int. curves in reverse time T_p=-0.07s

M\/\

- Allows for longer advection T_s=0.17s - larger streak manifolds
;——M/

1 6 inger, Sadlo, and Ertl, A Time-Dependent Vector Field Topology Based on Streak Surfaces, (ﬁ S ms
n Vis. and Comp. Graph., to appear, 2012 )
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VISUALIZATION RESEARCH CENTER, UNIVERSITY OF STUTTGART

Time-Dependent Vector Field Topology
Based on Streak Surfaces

= Reduced Aliasing (and faster: O(N2) instead O(N#) for animations)

y 4 247

a 3
| Sk
- k-l [L&id
~ = y
4 w
3 3
7 E

3
S 9
K S a
S 338
) ? 2
e u
3 58

S @

[$F-]

FTLE cell size
1 Uffinger, Sadlo, and Ert dent Vector Field Topology Based on Streak Susieeeemmmm— —_
EEE Trans. on Vis. and ear, 2012,

VISUALIZATION RESEARCH CENTER, UNIVERSITY OF STUTTGART

Visualization of Higher-Order CFD

Dagéntinuous Galerkin (DG) Simulation
= Higher-order (polynomial) representation
- Rich structure per cell
= Most visualization techniques based on
trilinear interpolation
- Common approach: resampling
-> Overhead in memory and computation
- Artifacts because fine detail hard to resolve

-> Direct visualization of ridges and vortex core lines in DG data

P - ———

[ —

L :
: 23 per cell resampling: 103 per cell direct visualization

1 8 €. Pagot, D. Osmari, F. Sadlo, D.Wei
‘omputer Graphics Forum, 30(3), pp. 7

T. Ertl, J. Comba: Efficient Parallel Vectors Feature Extraction from Higher-Order Data.
0, 2011

VISUALIZATION RESEARCH CENTER, UNIVERSITY OF STUTTGART

Visualization of Higher-Order CFD

D @L@ on reduced affine arithmetic (RAA) to avoid missed features
= Overall procedure (all in parallel on GPU)

A. Obtain seeds for line features

B. Line features by integration from seeds in feature flow field (FFF)

Octree subdivision based on RAA

Quadtree subdivision of octree faces based on RAA
Newton iterations for final refinement of seeds
Integration of line features in FFF

N~

Octree subdivision Finest cells in octree Resulting ridges

. Sadlo, D.Weiskopf, T. Ertl, J. Comba: Efficient Parallel Vectors Feature Extraction from Higher-Order Data,
Forum, 30(3), pp. 751-760, 2011

VISUALIZATION RESEARCH CENTER, UNIVERSITY OF STUTTGART
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Conclusion

= Advanced visualization techniques exist, but
= have to be identified in visualization literature,
= need to be integrated into CFD workflows,
= interpretation and R&D processes need to be adapted

= Get in contact with visualization groups
= They need data and new problems - win-win situation

= Don'’t expect production-level software, but you will likely get
prototypes and support to guide a new implementation

21 nsns
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Thank you for your attention!
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2.19 P.F. Berte (ONERA)

Deploying and managing a visualization farm at Onera

P.F. Berte

Onera - The French Aerospace Lab, Network and Computing Department(DRI)
BP72, 92322 Chdtillon Cedex, France

CFD numerical simulation workflow involves many steps:
e Pre-processing: meshing, domain splitting...
e Solving (using for example Onera CFD solvers such as elsA, Cedre)

e Post-processing: Data mining, results visualization using tools like Par-
aview or commercial post-processing software (Tecplot, Ensight, ...)

Onera’s IT department provides a mutualized infrastructure capable of fulfilling
each step of this workflow, including storage, network and scientific clusters.

Nowadays, as CFD physical models’ complexity increases, the main challenge
of a computing center such as Onera’s is to find the best way to optimize the
use of its resources.

How to deliver the highest performance of the HPC infrastructure at the
lowest cost, and share it fairly among end-users?

Since many years an answer has been found for the solving process: a job
scheduling software allows clusters to increase resource utilization and reduce
costs: works are embedded in a job envelope, and then submitted on the cluster.
The scheduler manages priority (with mechanisms such as “fairshare”), resources
(CPU cores, memory...) and do it - most of the time - efficiently.

But what about pre/post processing tasks such as mesh generation or visu-
alization? Most of these tasks are “interactive” and/or “display intensive”. So
they were traditionally run on local workstations; it is clearly not the best way
to optimize the cost/performance ratio. In order to improve this ratio, visual-
ization farms are appearing in datacenters. They allow the end-user to launch
and access remote interactive applications.

In this talk, we will see an example of a vizualisation farm deployment at
Onera. We will also present an home-made reservation system whose aim is to
deal with this optimization paradigm.
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Deploying and managing a Visualization
Farm @ Onera

Onera Scientific Day - October, 3 2012

Network and computing department (DRI), Onera

P.F. Berte
pierre-frederic.berte@onera.fr

- Onera global HPC Infrastructure
- Remote Visualization Introduction
What is it?
Why?
How?
- Remote visualization at Onera
in the past...
Remote display software selection
Towards a reservation system...
Home made Reservation system development and deployment :
«visionera »
- What next?

Dicton- Canférence

Onera HPC Infrastructure (1)
« Stelvio » cluster Lustre 4xDDR - Farm
(SGI Altix Ice 8200 EX) aty Description
s e
T o somerez e
1| 15220 ual coriroter with 8xHDD SAS 15000 RPM. -
AT
a, o o ot | 267,5 T8 RAIDS soratch space
Onera HPC Infrastructure e . —
e @ Dascrpton
160 | dual X5675 3,07GHz 10 SGI Altx XES00, Quadro FX4800, 72GB
i) | (r520 o) wo (hio0o05) | R X5500 2500 (e, 1)
Total | 57,9 Tflops 21TB 1 ‘SGI Altix XES00, Quadro FX4300 144G8
hiot0) | Rt s X5500 2500 (e, NAS)
) SG1 A CH1107 oo 5000, 7260
Gnso0032)_| R dus £5540 253002 0AS)
~ 10Gb/s NFS| Network T 438505 22, Quacro 5000, 178
Remote users (1Gb/s) (coleste) RAM, octo E7-8837 2.67GHz (NAS)
B
Backup NFS\ /home + /visu e | erexsss0 x5, Qusaro 500,512 08 Raw,
Sona) | cund 756572 67614 (8)
o oo
H H T o o | S 100 s ot £ S
3 $ w0 | oo shs zre oo
3 s 1 [ Specrogo 1550 vy |
i £ o [ rosoner 72078 vl (RAD0)
2 : ) ro | 30078 e
Onera HPC Infrastructure (2)
- HPC Usage at Onera :
Mostly CFD
Electromagnetism
Structure Computation
) ) Remote Visualization Introduction
- Solving (on « stelvio » cluster)
- Pre/Post processing & visualization :
Meshing (Icem CFD, Centaur...)
Visualization (Tecplot, Ensight, Paraview, Vislt...)
Requirements :
« CPU & Memory
« 3D intensive (OpenGL)
H « 1/0 throughput H
3 « interactive b
H H
i i
Remote Visualization Remote display solutions
- What is it? 2 kinds of solutions :
:’JiZTag”:ir:;;note infrastructure to interact with data (pre, post processing, - « Desktop class » remote display

Remote Visualization allows to perform visualization on a remote
compute system (with dedicated capabilities, such as 3D hardware
acceleration), and have the display efficiently sent to the local client
workstation/PC. [RZG]

- Why?
Flexibility
Cost
Efficient
Easy administration
Improved security

_ S

Not graphically intensive, mostly 2D

Office tasks, development, remote administration...
Software : RDP (ICA...), VNC, X Server running on client
(Unix/Linux)..., VDI

Not efficient for CFD tasks

- « High performance class » remote display
Typically for CAD, CFD, R&D Labs
Advanced 3D capabilities
High quality throughput
Software : Turbo VNC/Virtual GL, HP Remote Graphics (RGS), Nice /
DCV...

_ S

Oreckon- Conironce
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Remote visualization at Onera

onERA

Onera’s visualization history

Early :
- 1999 :
SGI Octane workstations (Irix)

The beginning of Remote visualization...
1999 :
SGlI Origin 2000 (Remote X Server) (Irix)
2004-2005 :
SGI Prism SMP Server with VizServer (Irix)
32 x HP xw8200/xw8600 workstations (rack) with HP RGS (RHEL)

2010 :
10 x SGI Altix XE500, Quadro FX4800, 72GB RAM, dual X5560 2,8GHz (Lustre,
NAS)

1 x SGI Altix XE500, Quadro FX4800 144GB RAM, dual X5560 2,8GHz (Lustre,
NAS

_ s

Dicton- Canférence

Remote display software @ Onera : RGS

Onera chose HP RGS in 2005 :

« 1:1 Remote display (1:many possible)
« OpenGL Support (Linux)

« Good ratio quality/speed, with easy quality adjustment /
Network bandwidth

+ PAM Authentication @

Easy integration into X server
(Addon module)

Remote.
«  Windows & Linux Client g

WP Pretiant mwédoc Biac Wonstaton

Towards a Reservation System... (

Early visualization farm B —

management : « Cerbere » ==
+ Home-made tool
« Java application

« Real time availability status of the
remote workstations

= not a reservation system
the first connected, the first served
= Workstations used all the time !

8

R
i i
R

O

i
H

I I e
Towards a Reservation System... (2) Onera reservation system specifications
2011: - Engine :
Next-gen workstations replacing HP xw8200 : * Platform LSF batch engine
o « Perl scripts (visurun/visudelivisushow)
- “Visio” systems (2011) : .c
33 x SGI Altix CH1103, Quadro 5000, 72GB RAM, dual E5540 2,53GHz (NAS) + Extended with a web frontend (PHP/Ajax/JQuery)
- Followed by big memory systems (2012) :
1 x IBM x3850 X5 (x2), Quadro 5000, 1TB RAM, octo E7-8837 2,67GHz (NAS) . 2 reservation modes .
3% IBM x3850 X5, Quadro 5000, 512 GB RAM, quad E7-8837 2.67GHz (NAS) . Instantreservation
+ Advance reservation
= Need to improve access to workstations so that every user can connect !
+ User must be able to customize his session :
Commercial ? * Graphic resolution
+ Oxalya Visuportal + Keyboard settings
+ Nice DGV + «Pool » of stations
ice + Duration
« Vizstack
5 * No machine NX ¢ - Limits :
H { « Maximum duration of a graphic session
; Home made ? “E « User quota (sliding window)
H H « User can only book 1 station at a time
H s « « Day-off/ Day-on » policies
onEra

OnERA

Behind the Onera reservation system

User connects on the web server
http:/ivisionera

2 Iwanta
vation begin date v bikstatlon
W ertstations Poal a1 18:00
during one
hour !

ook!» Button
(Immediate of advance 1eservation)

210112 16:50 00 Y ieai D

+LSF « advance reservation »

RSVID  TYPE USER  NCPUS_BSY HOSTS TWE WNOOW
Sheens uier et 3 QUL TR | 1021021415
« « remote display LSF job » which depends on the
opening of the advance reservation
JOBID USER STAT QUEUE FRO_HOST JOB_NAUE SUSWIT_ TME
17809 pidene RUN 000ne vi Tysise_OM Oct 271650 ®

L S
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Behind the Onera reservation system (2)

® 2102012 18.00
AT QUEUE FROMHOST JOB_HALE SUEW
PEND o wse0D.nevaio ~"ssan OF OCt

4 JOBD USER
/LYo ot
S

T JOB_NALE SUBMT_TILE
Va0 e valo  “§08_OF Oct 21650

R — @
——
2100121860 € o) e

K srocenes

;
g

OnERA

Further developments ;

- Collaborative work?

- Application selection?
- Parallel rendering?

- License management?

Dicton- Canférence

onERA

t’s next in remote visualization ? VDI

- VDI = Virtual Desktop Infrastructure
GPU Virtualization on existing hypervisors :
« Citrix, VMWare, Microsoft
+ API Interceptor or GPU Passthrough

VRTIAL MATHNE

- NVidia’s Monterey Project
= VGX platform

OnERA
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