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A short history of Optical Processing of Information

1930’s

From Sieves ...  

1950’s

to Fourier Transforms … all the way to Neural Networks

1980’s

Wagner & Psaltis, 1987
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Then 
Came 

Winter

https://imgflip.com/memegenerator/
18552174/Winter-Is-Coming
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Rebooting Optical Computing: the AI era

DATA

https://medium.com/intuitionmachine/deconstructing-deep-meta-

SUSTAINABLE ? 

11 Dec 2017

https://www.youtube.com/watch?v=Ak7HPuuJ1Ow

SCALABLE ? 

ALGORITHMS 
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Computing these 
days

“…. there is massively more information sent 
at shorter distances

so much so that

most energy dissipation is in shorter links and 
in

interconnects inside machines…”

David Miller, Stanford EE
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Von Neumann Architecture



Von Neumann Architecture
Interconnectsc

Interconnects



Computing these days

It’s all about accessing the memory for your computations !

Confidential LightOn - Confidentiel



Sylvain Gigan

Florent

Krzakala

Laurent Daudet

LightOn: The Founding Team

Igor

Carron
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Laurent

Igor

http://nuit-blanche.blogspot.com
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Compressive Sensing

Mx1 MxN (M<N)

Nx1

Can one recover x from y ?

K-sparse

YES with tractable algorithms 
for right values of N, M, K

0

1

0 1
M/N

K/M
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Lessons from Compressive Sensing

• Signals can be sampled at the level of their information content

• Random Projections are very good for sensing at low data rate           

• Strong theoretical background and large empirical evidence
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Laurent

Igor

Sylvain
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Light transport in diffusive media Confidential & 
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Origin: light is scattered 
by inhomogeneities



Light transport in diffusive media Confidential & 
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Light transport in diffusive media Confidential & 
Proprietary

Young’s slit experiment: 

two wave interference

Fringes



Light transport in diffusive media Confidential & 
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Credit: E. Bossy (UGA), SimSonic.



« Speckle »laser

Scattering: a coherent process

Pattern

laser

Modulated beam

Videoprojector chip

laser

CMOS camera
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Linear

system
Discrete

input vector

Discrete

output vector

(speckle intensity) 

Popoff et al. Nat. Commun. 1:81 doi: 10.1038/ncomms1078 (2010) 

x
Random transmission matrix

H y = | H x |2

Videoprojector chip

laser

CMOS camera

Scattering: a coherent process Confidential & 
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SL
M

C
C

D

sample

Scattering materials are « super-lenses »

Popoff et al. Phys. Rev. Lett. 104,100601 (2010) / Liutkus et al., Scientific Reports 4, 5552 (2014)

Focusing ++

Imaging ++

The transmission matrix Confidential & 
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Lessons from Light Transport in Diffusing Media

• Scattering preserves the information content: it is possible to « see » 

through a thick layer of scattering material 

• Scattering optimally mixes information, evenly spread on output pixels: 

• just like a Random Projection

• just like in Compressive Sensing

• Matrix-vector multiplication, followed by non-linearity: sounds familiar ?
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Random Projections in Machine Learning

• Random Projections act as distance-preserving point cloud embeddings

• Supervised Learning

• Unsupervised Learning: Randomized PCA, etc…

(1984)
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Lessons from Random Projections in Machine Learning

• Random projections act as dimensionality reduction or expansion 

• They can also be seen as a dense layer in a Deep Learning model

• High dimensions reduce sensitivity to hyper-parameters

• Calibration-free
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The Convergence

Machine Learning

Optical Computing 
for Large Scale AI

Confidential & 
Proprietary



, we bring Light to AI …At

… using diffusive media as memories !



DATA IN DATA OUT

Scattering
material

CameraLaser

0100101011101…

0101110…

DMD

Optical Computing for Large Scale AI Confidential & 
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Harvesting Universal Compression from Nature

Credit: Emmanuel Bossy (Université Grenoble Alpes), SimSonic Software

Data in
Data out

Result: a universal 
compression function



This performs Random Projections in the analog domain 

y = |Hx|2

with H a complex random iid matrix

Equivalent 1015  operations / s : You would
need a Peta-scale computer to do the same

&               SUPER-FAST

kHz operation 
→103 such 

multiplies / s

EXTRA-LARGE

H of size higher than 
106 x 106

(TBs of memory) 

Optical Computing for Large Scale AI Confidential & 
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Spring 2017 - The first « OPU »: Optical Processing Unit

Optical Computing for Large Scale AI Confidential & 
Proprietary



Confidential – do not distribute without prior written permission.

Optical Computing for Large Scale AI

« Zeus » and « Vulcan »
OPU prototypes

30 W 

CPU GPU
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Confidential – do not distribute without prior written permission.

Some typical use cases

Image / sound 

classification
Recommender 

systems

Graph 

analysis

Anomaly 

detection
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Fast Transfer Learning
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Fast Transfer Learning
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Fast Transfer Learning

Speed

x8

Power consumption

-90%

From to STL-10
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Large Scale Anomaly Detection Confidential & 
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NEWMA: a new method for scalable model-free online change-point detection, 
Nicolas Keriven, Damien Garreau, Iacopo Poli, https://arxiv.org/abs/1805.08061

https://arxiv.org/abs/1805.08061


Confidential – do not distribute without prior written permission.
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Recommender Systems shape our lives at scale !

Confidential LightOn - Confidentiel

Recommender Systems



The Netflix Prize: Crowdsourcing to Improve DVD Recommendations, https://digit.hbs.org/submission/the-netflix-prize-
crowdsourcing-to-improve-dvd-recommendations/ Confidential LightOn - Confidentiel

Recommender Systems



• Randomized Matrix Decompositions using R, Aug 2016, N. Benjamin 
Erichson, Sergey Voronin, Steven L. Brunton, J. Nathan Kutz
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Recommender Systems



• Movielens with 20 millions records (size 26.000 x 140.000) with 0.5% 
non-zero entries

• At the moment, our OPU is competitive with Facebook-PCA approach 
(efficient randomized SVD CPU implementation)

Confidential LightOn - Confidentiel

Recommender Systems



http://www.rochester.edu/newscenter/micropr
ocessors-computing-architecture-
304252/vonneumann-architecture/

https://blog.apterainc.com/the-data-tsunami-is-coming.-is-your-company-ready

Will Von Neumann architectures 
stay prevalent in the AI era ?

Optical Computing is already at scale for 
the data tsunami

One statement and one question Confidential & 
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Just try it !

•Available for beta-users Q1 2019 (VMs via OpenStack)

•Platform-as-a-Service Integration within popular ML frameworks         

(Python-based: Scikit-Learn, TensorFlow to be supported …)

Sign-up:  lighton.io



Using Light to change the Future of Computing

Igor Carron

igor@lighton.io

http://Lighton.io
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