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EUROPLEXUS SOFTWARE 

6 FÉVRIER 2015 

PLEXUS (1977-1999) 

Fast transient dynamics for 

accidental situations in the field of 

civil nuclear energy 

EURDYN (1973-1988) 

Fluid-structure fast transient dynamics 

PLEXIS-3C (1985-1999) 

Data structure derived from PLEXUS 

Integration of functionalities from EURDYN 

(fluid-structure interaction in particular) 

Co-ownership by CEA/JRC 

Development open to a limited number of Major Partners (EDF, ONERA) 
Distribution by CEA since 2013 : Production Version under licence, Education 

& Research Version free for academics 

H. Bung, P. Galon, F. Bliard, D. Guilbaud, O. Jamond, 

A. Beccantini 

M. Larcher, F. Casadei, G. Valsamos 
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EPX: GLOBAL PARALLEL STRATEGY 

Distributed memory on cluster nodes 

Domain Decomposition through Recursive 

Orthogonal Bisection 

Generic approach for any kind of kinematic 

constraints 

 Inter-domain detection of connected entities 

 Specific solver preserving scalability for the 

computation of link forces 

Dynamic Domain Decomposition 

 Mandatory to handle large topological changes 

in the system 

 

 

 

 

 

Initial situation on a given 

subdomain 

Same subdomain after half 

a turn of the rotor 
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Preparatory Access in 2012 
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EPX: SHARED MEMORY OPTIMIZATION FOR MULTI-

PROCESSOR NODES (2/2)  

« Structures of Arrays » « Arrays of Structures » 

On-going optimization (PhD M. Sridi, CEA, INRIA, 2013-2016) 
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« Structures of Arrays » « Arrays of Structures » 

L2-Cache misses reduction 

L3-Cache filling improvement 

On-going optimization (PhD M. Sridi, CEA, INRIA, 2013-2016) 
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XKAAPI – v3, 2015, January 

T. Gautier, INRIA 
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STRONG OPTIMIZATION VS GENERALITY & 

FLEXIBILITY 

Petascale = (big) clusters of PCs + 

accelerators 

 

 

 

 

 

Performance obtained from precisely mastering 

data exchanges and memory accesses 

Relevant due to relative architectural uniformity 

Proximity between large scale supercomputers and 

local development hardware 
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Shortcomings 

Runtime must handle efficiently shared and 

distributed exchanges 

Deep evolution of the data structure to expect…  
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Strong dependancy Accuracy dependancy 

Beware the priorities 

Final cut in the hands of physics and applied 

mathematics 

Asynchronicity implies strong algorithmic 

innovation 
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Main conclusions for explicit fluid-structure dynamics 

Petascale 

 Efficiency for Petascale obtained through combining distributed and shared memory 

 Optimization sticking closely to the hardware main characteristics 

 Use of middleware runtime for dynamic scheduling anytime possible 

Extension to exascale 

 Need for asynchronous algorithms preserving the accuracy of the physical solution 

 Potential restructuration of the data flow to transfer the adaptation to hardware to a generic runtime 

 

 

 

 

 

Prospects 

Autotuning for the application to correct itself seeking optimal parallel performance 

Need for robust on-the-fly diagnostics (internal or external) 

Continuous algorithmic innovation for load-balancing (growing interest for AMR…) 

 

 

 

 

 



Direction de l’Energie Nucléaire  

Département de Modélisation des 

Systèmes et Structures 

Service d’Etudes Mécaniques et 

Thermiques 

Commissariat à l’énergie atomique et aux énergies alternatives 

Centre de Saclay | 91191 Gif-sur-Yvette Cedex 

T. +33 (0)1 69 08 40 18| F. +33 (0)1 69 08 76 19 

Etablissement public à caractère industriel et commercial | RCS Paris B 775 685 019 
6 FÉVRIER 2015 

|  PAGE 18 

CEA | 7 JUIN 2012 

THANK YOU FOR YOUR ATTENTION 

http://www-epx.cea.fr 


