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I survey some results obtained for sparse linear algebra for iterative methods and
for machine learning methods.

I also discuss on the potential evolution we would face to be able to mix
computational science, data science and machine learning on future faster
supercomputers, based on some published examples.

Preamble

Workshop

End-users and scientists have to face a lot of challenge associated to these
evolutions and the increasing size of the data. The convergence of Data science
(big Data) and the computational science to develop new applications
generates important challenges.
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• Introduction
• New levels of programming (Graphs of Tasks, Network on chip)
• New methods and algorithms (Unite&Conquer, Stochastic Matrix,..)
• HPC and Machine Learning (GCN, Transformer,..)
• Generators of Data Sets and matrices for brain-scale applicatons
• What post-exascale plateforms and programin paradigms 
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Computational science : IEEE 64 bit arihmetic, 
exascale supercomputers, C++, CSR-ELLPACK

BigData : MapReduce, exascale 16-32 bits supercomputers, COO, Python, 
Data Center, (HPC on) Cloud, 

Machine Learning : Diferent arithmetics (16, 32, not always IEEE), Tensors, Python
• Mainly developped by GAFAM and BATX, Nvidia and others
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Exascale supercomputers are now availables
• Frontiers,…
• Sunway,…
• Cerebras,…

Nevertheless, the target applications used different arithmetics and programming
paradigms, and only a few aplications reach the exascale (HPCG : 16 Pflops, Fugaku)

Machine learning and AI applications are now requiring exascale machines, which were
not first designed for them. New machines and processors (and the next generation of.
post-exascale machines) are (would) be targeting “mainly” these applications.

The requiered arithmetic, data structures, linear algebra are often diferents.

The most expensive (time, energy) are the data migrations and communications,
especially the I/O : Distributed and Parallel computing where are the data (HPC on Cloud
or on DataCenter), or generation of the data in Parallel.

Back to
• “true” data parallelism (history : Connection Machines): Cerebras
• data flow programing (history : the Arwind MIT data flow machine): SambaNova

We have to experiments on ”new” methods and propose the generation of “brain-
scale” data sets (graphs-matrices) for computational science and machine learning
applications.
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Sunway

Larger number of nodes
(task programming)

Network on chip :
Distributed and data parallelism

High hiearachy of execution models, which lead to several 
programming paradims for a given method : graph of tasks, 
PGAS, data parallel

Experiments : 
• 1 MPI “task” per chip (1 openMP per chip + SVE)
• 4 MPI  “tasks” per chip  ( 1 openMP per CMG + SVE)

4 CMGs, SVE

1 - Network on Chip 
and irregular “local” communications 

4 x 12 cores
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PageRank on Fugaku
ICCS 2022

N = 4 000 000, NNZ = 50, or 100 per node

1 MPI_OpenMP/node better if the
Matrices are not ”too” iregular

Otherwise, 4 MPI-OpenMP
per node are more efficient.
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2 - Graph of Tasks programming
Other new level on programming : graph of task programming

Out A
Out B

Out C
In A,B,C

We need both control flows and data flows
-> data migration anticipation and data persistence



Main properties :

• High level graph description language (coordination/control language) – LL(1) grammar
• Independent of Middleware, hardware and libraries 
• A backend for each systems or middleware (then platforms or 

supercomputers/hypercomputers) : Xtremweb(P2P), OmniRPC, Xtremweb-OmniRPC
• Expertise may be proposed by end-users
• May use existing components / thought eventualy libraries

Deployed in France, Belgium, Ireland, Japan (K, T2K-Tsukuba, FX10-AICS)
China (Hohai, Najing), Tunisia, USA (Hooper-LBNL, TOTAL-Houston). 
Experiment on P2P or GRID platforms : Grid (Gird5000) and P2P (100 PCs in Lille, 
100 PC in France, and 4 clusters in Japan, launch from a SC INRIA booth

YML (since 2000) - yml.prism.uvsq.fr
(opensource, Cecil Licence)

We have a Virtual Machine with tutorials

yml.prism.uvsq.fr
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http://yml.prism.uvsq.fr/


Graph (n dimensions)
of  components/tasksYML

Begin node
End node
Graph node

Dependence

par
compute tache1(..);
notify(e1);

//
compute tache2(..); migrate matrix(..);
notify(e2);

//
wait(e1 and e2);
Par (i :=1;n) do

par
compute tache3(..);

notify(e3(i));
//
if(I < n)then

wait(e3(i+1));
compute tache4(..);
notify(e4);

endif;
//
compute tache5(..); control robot(..);
notify(e5); visualize mesh(…) ;
end par

end do par
//

wait(e3(2:n) and e4 and e5);
compute tache6(..);

…/...
end par

Generic component node
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Multi-Level Parallelism Integration: 
YML-XMP

<TASK 2> <TASK 3> <TASK 4>

<TASK 5> <TASK 6>

<TASK 1>

<TASK 7>

NODE NODE NODE

NODE NODE NODE

for(i=0;i<n;i++){
for(j=0;j<n;j++){

tmp[i][j]=0.0;
#pragma xmp loop (k) on t(k)

for(k=0;k<n;k++){
tmp[i][j]+=(m1[i][k]*m2[k][j]);

}}}
#pragma xmp reduction (+:tmp)

Each task is a parallel program over several nodes.
XMP language can be used to descript parallel program easily!

YML provides a workflow programming 
environment  and high level graph description 
language called YvetteML

OpenMP
GPGPU

etc... 

N dimension graphs available

YML/XMP/StarPu expriments on T2K in Japan, French-Japanese project FP3C

HPC challengesMarch 6, 2023
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Slide written by Miwako  TSUJI, RIKEN/AICS 
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X X8 x 8
512 1024
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ParSoc22, proceedings of IPDPS22

1 - Minimizing the number of operations

Based on the optimisation of the numer of operations for stochastic matrix by a vector products 



simple
restart

starting vector

projection

QR+ iter. Inv.

Ritz elements
computation

residual norms,
stopping test

hybrid
restart

send to SM

send

receive

Tcomm a

send

receive

simple
restart

starting vector

projection

QR+ iter. Inv.

Ritz elements
computation

residual norms,
stopping test

hybrid
restart

send to SM

Tcomm b

TC a TC b

INTRINSEQULY FAULT TOLERANT

Distributed and parallel 
computing 
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Different restart strategies

Different first initial guess 
and restart strategies

Different mi and qi

Asynchronous communication

2 - Unite and Conquer (asynchronous computation to minimize the number of iterations)



Asynchronous Iterative Restarted Methods
Collaboration with He Haiwu and Guy Bergère (U. Lille 1, CNRS)

and Ye Zhang (Hohai Univ. Nanjing) , Salim Nahi (Maison de la simulation),

and Pierre-Yves Aquilenti (TOTAL) 

HPC challengesMarch 6, 2023

ERAM,
MERAM on the future

• Haiwu He, Guy Bergère, and Serge Petiton, Computational Math. Appl., 2006
• Ye Zhang, Guy Bergère, and Serge Petiton, LNCS, Springer Verlag, 2008
• .../...  
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ScalA17, SC17
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RankedDrop

Graph Convolutional Network (GCN)

Normalized Laplacian (Sparse non symetrical) Matrices (computed from the adjacency matrix)

PageRank

Edge and/or node droping to limit the over-smoothing

Sequence of sparse by dense by dense products

Sequence of Matrix-vector products
Map/Reduce

Benchmark,
Data sets :
• Cora,
• Pubmed
• …

Small ones
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Input:  sequence of n words

Output Embedding

Positional encoding

Result

Transformer method general structure

Output Embedding

Positional 
encoding
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BERT, GPT,..

Matmul

s   QKT V 
√dK

Attention :

Sequence of dense by dense 
rectangular matrix products

Brain scale experiment :
BaGuaLu (China, 1 exascale, mixed 
arithmetic, Sunway – processor,w ith 
a network on chip)
Proceedings of PPoPP 22
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QKT

SoftMax

Matmul

Mask

Scale 

Linea
r

Linea
r

Linea
r

Q =X WQ K =X WK V =X WV

s   QKT V 
√dK

Attention 

Normalisation

To stabilize 
the gradient :
division by 
the square root
of d

The initial W are with randome values

Dense by Dense rectangular matrix products (32-16 bits)

If the sequence is large ==> very large dense matrices

So called BigBird matrix

Global tokens
Window tokens
Random tokens 

Sparse non symetrical very
large matrix

16 or 32 bit arithmetic!

Sequence of such computation

Then, we ”sparsify” the matrices

The choice of the random blocks are diferent for each  ”iteration” : dynamic structures
Each block is dense : depending of the hierarchy of the machine, we may use vectorial 
hardware at the lower level.
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given spectrum Generated matrix

n

Directly compute in
parallel.

Using only the memory
size to store the final
matrice! CSR or others
formats

Generate sparse
matrices to evalaute
convergence and other
properties with respcet
to the spectrum

1 - Generator of non-Hermitian matrices, from given spectrum
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Example 
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We are able to give the accuracies
of the eigenvalues of the generated 
matrix compare to the given ones
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Github Organisation for hosting all
the generators: SMG2S and BTIDG2
https://github.com/SMG2S

Website: https://smg2s.github.io
3 

Documentation: 
https://smg2s.github.io/files/smg2s-manual.pdf

https://github.com/SMG2S
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Graphs, insipered form the topolgy of the humain brain

• Aprox. 1011 Neurons,
• Up to 10 000 (different) conections,
• Several parts (left, rigth, entiric,…),
• Several feature per neuron.

Graphs (sparse matrices) : several densities of nodes-neurons on each part, and 
several densities of connection from one part to another one (to be set in the future 
from data coming from RMI brain topology researches).

If we add some features to each neuron, we have a data set which may be adapted for 
Graph Convolutional Network analysis, and others approaches 

Size of the data set : 1011 x 104 + 1011  x number of features

It would be very expensive to upload the data (I/O), to experiment
with several hypothesis : we have to generate the data directly in
Parallel without I/O, using sparse adjaceny non-symetric matrices)

It is also a possible to
generate such sparse 
matrices for other kind
of experiments 

As we are speaking about “brain scale”, we generate a graph as close as possible from
the brain structure  (to be updated with data from several researches – Neurospin/CEA) 

2 – Distributed and Parallel Generator of brain-scale graph-matrices
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+ features
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+ dense rectangular matrix for the features (n * number features) 

Very sparse and large 
non symetrical matrices

The connection inside 
each part, and betwwen 
parts are parmatrized 
and randomly set, for the 
moment, waiting more 
data.
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PageRank? : ranking of the neurons (personalized PageRank would analyse the
topological impacts of on set of neurons with the others)

Data set for Graph Convolutional Networks : to avoid oversmoothing, we drop edge
and/or nodes. The ranking of the nodes (topologie – random walk based – Pagerank)
may be use to optimize the dropping (method RankedDrop, IEEE Big Data 2022, Tokyo)

We first expriment on not too large graphs with such structures, the generation of the 
graphs and the ranking of the nodes, on different plateforms and supercomputers.

The % of connections between neurons-nodes are for the moment not based on the 
state-or-art, we are just evaluating our algorithms.

We don’t compare with version with I/O as it is not relevant as it would be too expensive, 
Even if the matrices are not to large . We don’t want to consume such energy.

On the future, we would like to run on exascale supercomputer to generate really brain-
scale graphs, and run (personalized) PageRank methods as examples.
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From the on line documentations 
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BTIDG2 github repository:
https://github.com/SMG2S/BTIDG2

BTIDG2 website:
https://smg2s.github.io/BTIDG2/

https://github.com/SMG2S/BTIDG2
https://smg2s.github.io/BTIDG2/
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3 - The convergence depend of the spectrum. we may analyze the efficiency of the different
preconditoners with respect to the spectra, fro very large sparse matrices

Unite and Conquer method
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Spectrum with several clusters
eigen1 : 1 cluster
eigen2 : 2 clusters
eigen3 : 3 clusters

Thianhe 2A
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Expriments on GRID5000 (France), JEREDA (Julich), and Fugaku (Kobe) 

We expriment with respect to several paramters :
• The matrix size 
• The number of core
• Grid size and others pameters for the graph-matrices

Using only 256 cores , to generate not too large sparse matrices

ATOS-BULL

Block CSR
NNZ = 3,5 % of N2

Densities
• 0.5% inside each parts
• 5% between parts
Diferent numbers of blocks
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JEREDA DC, Julich

Generation

Weak scaling
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GRID5000

Pagerank : seqence of sparse matrix-vector products + reduction_with_add

GRID5000
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First experiments done by Maxence Vandromme, part of a collaboration with Mitsuhisa Sato a
and Miwako T
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We propose two generators of data to be able to expriment “brain-scale” 
applications without expensive I/O, both for CSE and Machine Learning ; directly 
compute in parallel.

These generators may also be used to preconditione or pre-train (transfert learning) 
methods, while we upload other data, if we have enough knownledge of the 
spectrum or of the topology of the targeted graphs-matrices

HPC challenge and new computing frontiers
• Arithmetic : mixed, new normalisations?
• New methods : optimisation of operations, of iterations-epochs (unite&conquer 

or Neural-Network ensembles), minimization of communications,
• Hierarchical architecture : cluster-cloud-distributed + parallelism + NOC chips, 

(accelerated) set of cores, 
• Progamming paradigms :  graph of task, PGAS-data parallelism, vectorial
• (Non-Hermitian) Sparse linear algebra : sequence of matrix-vector products, 

sequence of (dynamic) sparse matrix products, eigenvalues
• New applications : “brain scale” bigbird transformer, AI, human brain, …

Conclusion


