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2022: Transformers are eating Deep Learning
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"Transformers are emerging as  
a general-purpose architecture for ML" 

https://www.stateof.ai (2021)


RNN and CNN usage down, Transformers usage up! 
https://www.kaggle.com/kaggle-survey-2021

https://www.stateof.ai/
https://www.kaggle.com/kaggle-survey-2021


All modalities, and multi-modal too



Transformer models in the wild



2019-2020: First concerns about the impact of LLMs

https://arxiv.org/abs/1906.02243 https://arxiv.org/abs/2007.05558 

https://arxiv.org/abs/2211.02001
https://arxiv.org/abs/1901.11117


2022: "A Decade of Machine Learning Accelerators:  
Lessons Learned and Carbon Footprint" (Google)

https://chips-compilers-mlsys-22.github.io/ 

https://arxiv.org/abs/2211.02001


From Large Language Models to Foundation Models

Source: "On the Opportunities and Risks of Foundation Models", Stanford University

Very large models (> 10B parameters)


Unsupervised or self-supervised learning


Often trained on multimodal data


Not intended to be used directly for any 
particular goal


Intended to serve as a basis for downstream 
models specialized for particular tasks


Examples: GPT-3 (Open AI), Florence 
(Microsoft), Flamingo (DeepMind), LLaMA 
(Meta), PaLM (Google), BLOOM (Hugging 
Face)



Carbontracker: Tracking and Predicting the Carbon 
Footprint of Training Deep Learning Models (2020)

https://arxiv.org/abs/2007.03051 

A single GPT-3 training run

takes about a month on 

1000 V100 GPUs.


 In an optimized US data 
center, CO2 emissions are 
"equivalent" to driving to 

the Moon and back

(85 tons CO2eq)

GPT-3 training on 1024 A100s is estimated  
at 34 days (95.4 A100-years)


https://arxiv.org/abs/2104.04473 

https://arxiv.org/abs/2211.02001
https://arxiv.org/abs/2104.04473


Hugging Face: the largest collection of open source models

170K models


28K datasets


25+ ML libraries: Keras, spaCY, 
Scikit-Learn, fastai, etc.


10K organizations


100K+ users daily


1M+ downloads daily


 
https://huggingface.co 


https://huggingface.co


The BLOOM Foundation Model

https://bigscience.huggingface.co

 


https://huggingface.co/bigscience/bloom


1.5TB of text, 350B tokens  
43 languages, 16 programming languages 

https://bigscience.huggingface.co
https://huggingface.co/bigscience/bloom


Estimating the carbon footprint of BLOOM

https://arxiv.org/abs/2211.02001 

Training

118 days 

384 A100 GPUs

124 A100-years


24.7 tons CO2eq  (GPUs only)

50 tons CO2eq (total)


Inference 
16 A100 GPUs 

19 kgs CO2eq / day

7 tons CO2eq / year


https://arxiv.org/abs/2211.02001


Reducing CO2 emissions for LLMs and FMs
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Increasing awareness

• Energy efficiency and CO2 accounting 
should be part of your project

• Your ESG team will need this information

• Some Hugging Face model cards already 
feature CO2 information

• You can automatically include it in your 
own models with CodeCarbon, see 
https://huggingface.co/blog/carbon-
emissions-on-the-hub 

https://huggingface.co/blog/carbon-emissions-on-the-hub
https://huggingface.co/blog/carbon-emissions-on-the-hub


Picking a model

• Start small, evaluate, and scale up if 
needed

• Use off the shelf models instead of 
inventing your own, particularly with NAS 

• Prefer fine-tuning over initial training

• You probably don't need HPO, especially 
not grid search

• Model optimization goes a long way: 
FP16/BF16/FP8, INT quantization, pruning, 
etc.

Flan T5 models: from 80M to 11B parameters



Why customers are more successful with smaller models

• Focus: many business use cases require narrow domain knowledge

• Agility: they're faster to train and retrain, letting you iterate quicker

• Cost: they're much less expensive to train and host

• Speed: the smaller a model is, the faster it predicts

• Accuracy: a smaller model fine-tuned for a specific purpose will almost always 
outperform a larger general-purpose model



A selection of recent models

https://arxiv.org/abs/2302.13971 

https://arxiv.org/abs/2302.00923 

https://crfm.stanford.edu/2023/03/13/alpaca.html 

https://huggingface.co/google/flan-ul2 

https://arxiv.org/abs/2302.13971
https://arxiv.org/abs/2302.00923
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://www.cerebras.net/blog/cerebras-gpt-a-family-of-open-compute-efficient-large-language-models/


Picking a power grid location

• Power grids are not equal when it comes to CO2 emissions, even in Europe

• Using infrastructure hosted in a greener location will go a long way 

https://app.electricitymaps.com/map 

https://app.electricitymaps.com/map


Picking infrastructure

• Cloud infrastructure consistently provides better 
efficiency than on-premises infrastructure

• Economies of scale, deep expertise, on-demand vs. always-on, etc.

• For example, Amazon is world's largest corporate 
purchaser of renewable energy
• AWS: 3.6x more efficient than the median of US enterprise DCs,  

and up to 5x when compared to European DCs
• AWS: 80% reduction in carbon footprint compared to enterprise DCs
• On track to power 100% of their operations with renewable energy by 2025
• https://aws.amazon.com/energy/sustainability/ 

• You can easily find the greenest cloud region
• https://mlco2.github.io/impact/   

https://aws.amazon.com/energy/sustainability/
https://mlco2.github.io/impact/


Picking training and inference hardware

• There's more to life than (larger and larger) GPUs
• Your latency budget may not require a GPU
• CPU inference works great for many NLP workloads
• Stable Diffusion on CPU in under 5 seconds  

https://www.youtube.com/watch?v=KJDCGyZ2fPw  
• CPU optimization tools: Intel Neural Compressor, Intel OpenVINO,  

Hugging Face Optimum Intel

• AI accelerators
• Google TPUv4: 1.2x–1.7x faster and uses 1.3x–1.9x less power than the A100
• AWS Trainium, AWS Inferentia: better cost-performance and better performance-per-watt 

compared to GPUs
• Intel Habana Gaudi 2: 3x faster inference for BLOOMZ-7B than the A100  

https://huggingface.co/blog/habana-gaudi-2-bloom 
• Not difficult to switch: Hugging Face Accelerate, Hugging Face Optimum libraries

TPU v4

AWS Inferentia

https://www.youtube.com/watch?v=KJDCGyZ2fPw
https://huggingface.co/blog/habana-gaudi-2-bloom


90% of Google models are trained on TPU

https://arxiv.org/abs/2304.01433 

https://arxiv.org/abs/2304.01433


Summing things up

• Transformer models are the de facto standard for AI-powered apps.


• Training and deploying these large models have an environmental impact


• We can significantly reduce the impact with a combination of: 

• Small, pre-trained models fine-tuned on domain-specific data,

• Efficient cloud infrastructure,

• Cost and power-efficient AI hardware




https://huggingface.co/tasks


https://huggingface.co/course 


https://github.com/huggingface


https://huggingface.co/blog


Getting started Stay in touch!

 

@julsimon

julsimon.medium.com


youtube.com/c/juliensimonfr 

https://huggingface.co/tasks
https://huggingface.co/course
https://github.com/huggingface
https://github.com/huggingface
http://julsimon.medium.com
http://youtube.com/c/juliensimonfr

