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Improving our understanding of the Sun:
the role of simulations and their validation to model our star



The  Active Sun 
(UV wavelength)



The  Active Sun 
(while light)



The  Active Sun
(multi instruments)



Active Sun in 
the Solar System

Top View

WSA-ENLIL/NOAA



SOLAR MAGNETIC CYCLE ~11 yr
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Solar Convection and Dynamo

Noraz, Brun , Strugarek 2023



2nd Solar Orbiter Perihelion (February 2021)

Perri et al. 2021, 2023
Parenti et al. 2022
Réville et al. 2022

Collab: AIM/IAS/IRAP



Extending to Stellar Wind 
& Star-ExoPlanet Interactions

Strugarek, Brun et al. 2022



Impact on nearby space
(satellites, astronauts)

Impact on atmosphere
(communications, flights)

Impact on ground
(electric grid, networks, 

pipelines/aquaduc/gasoduc)

à If  a Carrington (1859) event would arrive now, damages have been evaluated to be    
larger than 2 trillions $ !!!   (Loyds’ report)

A technological society sensitive 
to Earth’s space environment



So need better models of the Sun 
and how it controls the heliosphere

=>
Exascale supercomputers

=>
New Code Development

and International Benchmark Validation



Codes involves: STELEM, NDYND, MBRK, MESFISTO, HAO dynamo 1 & 2, CTDYN,
HOLLERBACH

2.5D model to capture the 11 yr cycle:



Agreement within 1%

Test Accuracy of solutions
and Boundary conditions



Test convergence with resolution

Agreement within 1%



More involved: 3D Convection and 3D Convective Dynamo

Coupled PDEs, 8 x 3D primary variables



Purely Hydrodynamical Case:

Agree on an exact set of parameters

Wave-like behavior.

Jones et al. 2011



Testing integral values (global energies), 
but also specific pointwise values

Agreement within 1%, sometimes better



MHD mode validation + turbulence state

- Highly stratified system requires long integration time
- Turbulent state implies long temporal averages
to compare outputs

Agreement within 1%, sometimes better



New Code: Dyablo for exascale machines

CEA/DRF/IRFU HPC activities
Computational Astrophysics (COAST) program



20480 gpu coresA. Durocher, M. Delorme  (CEA/IRFU)



Setup inspired by Cattaneo et al. 1991, Astrophysical Journal, 370, 282

Convection at various Reynolds number (fixed grid)

Using relatively old published papers sometimes leads to Pb: 
Such as not well defined quantities or setups or unclear time or location of probing

or plotting of figures



Convection Benchmark



First convection with AMR run on GPUs

Brun, Delorme, Finley



Another version with Newton Cooling

Testing hydrostatic equilibrium
in fully compressible Finite Volume code (well-balanced scheme)

4 codes: 2 fixed grids, 2 AMR



Comparison with Community Standard Code (no AMR) 
and new solar AMR codes



Unitary Tests: Checking Various MHD Solvers

Work in progressAll Mach MHD Regime Most needed =>



First small scale dynamo with AMR

Dynamo benchmark will follow up the convection benchmark



Going spherical: 
isomorphism between unitary AMR cube and shell/ring/sphere

Doebele, Delorme, Brun 2023

Calhoun et al. 2008



Conclusions

Understanding the Sun and its heliosphere is key for our modern society

Solar activity can have major impacts on Earth, even on supercomputers! 
(solar energetic particles or GICs can dammage network and processors)

Developing exa-scale (and beyond) ready solar plasma codes is critical to
describe our star (high degrees of turbulence, large range of temporal/spatial scales, 
multi physics and multi regimes, radiative transfer, high energy particles ….)

Unitary Tests and International Benchmarks are most needed to achieve such
ambitious goal as there are too many ways of doing something wrong…..
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