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Saving our earth…
Legacy to our next generation…

ExascalePost-

Efforts in establishing user facility 
support for energy efficiency

Energy Efficiency  
Energy Efficiency in      

HPC has Many Faces
“There are still work to do!!”

High Performance Computing (HPC)

Towards “data-driven”application 
level HPC energy efficiency



HPC Energy Efficiency
Which Energy Efficiency Are we Talking About?
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HPC Energy Efficiency
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HPC Energy, When?
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Status Quo
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HPC Energy, When, Where?
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Optimizing during Operation?

Idle Power

Dynamic Power

Cooling Plant
Power

A

B

C

?

Design & Deploy
Time

(CAPEX)

During
Operations
(OPEX)

Impact of Decision

Application

System Software

System Hardware

Building
Infrastructure

“4 Pillars
of HPC
Energy

Efficiency”

Leaders

ORNL
NREL,

EuroHPC JU
(LUMI)

LRZ

ORNL

N/A
a

LLNL, LRZ,
RIKEN

Energy
(Area)

Optimizing
HPC Energy Efficiency

Measure

Central
Energy
Plant

Per-component
High-res.

Power & Energy

Job & Node
allocation

Application
Metrics

Resource
Util.

Decision
Support

Dashboards

Runtime

Power
Extensions

Profiling
Tools

Control

Scheduler
Policy

Cooling
Control
System

Parameters

Per-component
Knobs

(frequency, voltage)

Application
Behavior

Continuous
Improvement

Loops Adjust system (control knobs)

Measure or observe (data)

Make decisions (intelligence – all sorts of)

Improve KPIs (metrics)



ORNL &
Status Quo

Summit PUE 1.03
Frontier PUE 1.01

Green Top500
“Flops/Watts”

Summit: 11th (2019)
Frontier: 1st & 2nd (2022)

N/A

N/A

Gaps & Opportunities
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Post-Exascale Focus Areas towards HPC Energy Efficiency
”Preparation for the future – energy efficiency support”
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Maintain course and improve
• “New challenges”
• “New methods”

• Taming the complexity of control

Potential new focus
“Application driven EE”

Support new focus
“Expose power control knobs”
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“User empowerment”

Energy Efficiency
Support

For Users



Can applications save energy? – Race to Halt (RTH)
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Finishing the compute early consumes the least amount of energy
Business as usual – performance driven optimizations

A good thing!! 

But special attention towards energy is required!!



Energy
Saving
Strategies

Energy Saving Opportunities on an RTH system - Basics

Paying “energy” attention to the
theoretical limits of parallel

applications
i.e., Ahmdahl’s Law
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Behavioral Control Knobs – Strategies for an RTH system

Energy
Saving
Strategies

Boost

Clock down
Step down
Sleep
Turn off

Balance
Energy vs.
Time to 
solution

Rush!!
• Optimize kernels for maximum performance
• Use accelerators to speed up where the app is the slowest

Trade Performance vs. Energy
• Within deadline use the slack to slow down and save energy

Turn off clock down or return unused resources
• Consolidate resources for higher per-node utilization
• Turn-off, sleep or deallocate unused resources

Red vs. others: balance
• Sometimes maybe less parallelism with higher 

utilization is better in terms of performance vs. energy



Instrumentation of the HPC compute system

Per-node, per-component
measurements

257-racks on the floor
Total 4626 nodes

(27,756 GPUs, 9,252 CPUs)

Approach:
“Context”
Job allocation logs
* Allocated nodes
* Begin/End timestamps
* User ID, project ID

Contextualized
Per-component measurements
* Power & thermal time-series at each component
  level contextualized with job information
* Approx. 100 metrics per second per node
  1MB/s when compressed,
   20GB compressed per day

18-nodes per
rack
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Daemon
In-band data collection
• CPU cycles used by the data collection

daemon with potential impact to the applications
• Fine-grained data collection (i.e., sub second interval)

Out-of-band data collection
• No CPU cycles consumed as BMC interrogates

the hardware out-of-band
• Data delivered via the management network



Tools and Services for Energy Efficiency

Daemon

In-band data collection
• CPU cycles used by the

data collection
daemon with potential impact
to the applications

• Fine-grained data collection
(i.e., sub second interval)

Out-of-band data 
collection
• No CPU cycles consumed as 

BMC interrogates
the hardware out-of-band

• Data delivered via the 
management network

Context specific tools and servicesGranularity

Profiling tools
• High-overhead, ultra fine-grained debugging tools

(i.e., Nsight, nvprof)

Application Performance Monitoring (APM)
• Low-overhead, fine-grained

runtime resource usage monitoring

Power & Energy Analytics Service
• Site level continuous data collection
• Provide interactive analytics tools provided 

at the site level for coarse grained historical insights
per-user or per-project at component level

Accounting
• Usage accounting at the

system software level
• Aggregate component level

measurements
(i.e., mark energy counters
 @ job begin/end)
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Power and Energy Analytics – “Increase Data & Model Usage”
“Telemetry data, ML models, and interactive visual analytics tools for energy efficiency”

“Interactive visual access to years of high-dimensional large-scale HPC telemetry data”
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Goals & Outcome

Per Application ProfileCentral Energy Plant Control Analysis
& ML Driven Optimization

System Analysis

• Democratize 
“Deep Energy Insights”
- Higher data coverage to staff
   (Velocity, Variety, Volume)

• Enable Data-driven
Optimization
- Predictive models & clustering
- ML model based Digital Twin
- Control optimization

ML & Opt.
Pipelines

ML & Optimization
Training & Inference
Optimization

Visual Analytics
Interactivity with 
models & data
“well-canned apps.”

Use case-driven
Data Powered Applications

Web
App.



APM Concept – User opt-in driven data collection

#!/bin/bash
#BSUB –P ABC123
#BSUB –W 3:00
#BSUB –nnodes 64

module load mchound

jsrun –g 6 ./awesome-gpu-app-step1.out
jsrun –g 6 ./wonderful-gpu-app-step2.out
jsrun –g 6 ./terrific-gpu-app-step3.out

mch flush

User Job
Runs

1Hz Per-Job GPU Resource
Utilization Data

User tools
User

Simple job instrumentation

1Hz per-job GPU usage data
from all participating users

NCCS Staff

Center provided advanced analytics,
Visualization & Tools

Staff only viz & tools

User domain

Staff domain

Opt-in 2: 
submit 

your data

Opt-in 1: 
Instrument

your 
job

With the opt-ins,
User get what they want

Data & Convenience of canned analysis

With user
Participation
We get Data



Utilization of the compute device & Performance
Graphics activity < 100%?

DRAM bandwidth > 80% -- DRAM BW bound

Engine activity (FP64, FP32, FP16, Tensor) > 80% -- Engine bound

PCI-e bandwidth – PCI BW bound

Device to device bandwidth – device BW bound

Compute unit occupancy is > 80% -- compute unit bound

Engine

Memory

NVLink
CU Occ.

Where is my application bound?

FP64, 32, 16, Tensor

GPU
Activity?

• Power, energy & thermal
– Power usage (watts), Total energy consumption (joules – counter)

GPU Memory (HBM) & GPU core (SM/CU) temperature
Pstate

• Application auxiliary
– GPU utilization (different)
– Framebuffer used (GPU memory used)
– SM, memory, video, sm_app, mem_app clock frequencies



Bringing everything together

Profiling tools
• High-overhead, ultra fine-grained debugging tools

(i.e., Nsight, nvprof)

Application Performance Monitoring (APM)
• Low-overhead, fine-grained

runtime resource usage monitoring

Power & Energy Analytics Service
• Site level continuous data collection
• Provide interactive analytics tools provided 

at the site level for coarse grained historical insights
per-user or per-project at component level

Accounting
• Usage accounting at the

system software level
• Aggregate component level

measurements
(i.e., mark energy counters
 @ job begin/end)

Low-level Debugging & Tuning
-- Active hammering and tinkering

Additional data in order to
understand runtime resource usage
and impact – where should I point my hammer?

Coarse grained first-degree indicator for
power & energy issues
 – did I do everything else fine?

Final energy number
-- How good / bad did we do?

Energy
Saving
Strategies

Boost

Clock down
Step down
Sleep
Turn off

Balance
Energy vs.
Time to 
solution

Idle Power

Dynamic Power A

B

Energy
(Area)

Cooling Plant
Power C

2.5MW

10.5MW

2MW

Fixed Cost

Large compute
intensive job

Maximize Impact



Summary

• Post-exascale energy efficiency will require support for 
application level energy awareness

• There are low-hanging behavioral opportunities for 
applications

• We can start increasing energy awareness
– First step is to kick-start the continuous improvement loop

• Filling in the workflow gap
– Site level continuous data collection and interactive analytics
– User opt-in based fine-grained runtime data collection

• Still a long way to go



Challenges, Future Work: A long way to go…

What is the
incentive to

put in E.E effort 
as a user?

Can we 
automate

the
control?

More 
Behavioral
Options?

Vendor
Support?

Telemetry,
Tools, Capability

Measuring
Success?
“Metrics”



Thank You!


