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github.com/spack/spack

▪ 7 years, $1.7 billion

▪ Joint effort of 6 core DOE laboratories

▪ 3 core focus areas:
— 24 Application Projects
— 70 Software Technology Projects

• 100+ packages

— Hardware/Facility Integration

▪ 80 teams, 1,000 researchers

The Exascale Computing Project is ending

R&D funding under ECP ends in December 2023!
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ECP established a hierarchical integration structure for software

▪ Related products integrate into SDKs 
(Software Dev Kits)

— More aptly called “Product 
Communities”

— Build, link, deploy, and test libraries 
together

▪ All products integrate into E4S: ECP’s 
software stack

— E4S is a subset of Spack packages
— Plus lots of release, testing, and 

deployment work

▪ Applications leverage software 
technologies

▪ Integration ensures that products 
can be used together

Spack

E4S

xSDK

PETSc

Trilinos

SuperLU

Hypre

Data/Vis SDK

ParaView

VisIT

VTK-m

Ascent

Tools SDK

HPCToolkit

Dyninst

PAPI

TAU

Programming 
Models

MPICH

OpenMPI

LLVM

...

More 
communities

More software 
products

...
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E4S: Extreme Scale Scientific Software Stack

— 100 packages: Red boxes are the packages in it (about 100)
— 500 packages: Other dependencies needed to build E4S
— Over 600 total packages!

“Extreme-scale” refers to exascale machines, but could just as easily refer to the dependencies
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▪ This is LLNL’s ARES; ECP codes are similar

▪ Nearly 3/4 of the packages are open source, nearly 2/3 are external open source

Each application is essentially its own software stack

LLNL ARES

30 12 71

DOE’s ecosystem relies heavily on the broader open source ecosystem
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Spack has emerged as the de-facto tool for managing HPC software

Over 7,400 software packages

Over 1,200 contributors

Most package contributions are not from DOE
But they help sustain the DOE ecosystem!

Spack

Spack is successful because it includes the entire HPC ecosystem!
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Spack enables software reuse at many levels
Facilities

Spack develop branch
• Bleeding edge: 400-600 changes/month
• Latest features and package versions

Spack release branches
• Stable spack
• Stable package versions
• Bugfixes backported

Applications
• Consume software from any of 

these channels, via Spack
• Use bleeding edge or stable

Software Integration at HPC Facilities
• Local builds and testing
• Local configuration
• Local filesystem installation
• Local module scheme

E4S release branches
• Facility testing
• Curated public build caches (manually created)

External 
Contributors
on GitHub

We are moving this last-mile effort 
upstream as fast as we can, to eventually 
deploy from binaries
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Spack leverages a great deal of infrastructure to keep the 
ecosystem working

Spack Community 💁‍♂️💁🏾💁💁🏻‍♀️💁🏻💁🏾‍♂️💁🏻‍♂️💁‍♀️💁🏼‍♂️💁🏾‍♀️💁🏼💁🏽‍♀️💁🏽‍♂️💁🏽💁🏼‍♀️💁🏼‍♂️

Core tool (CLI + Solver)

Package Recipes

xSDK
LLNL 

stack
E4S

Vis 

SDK
. . .

CI Infrastructure

Lots of 

Software Stacks! AppAWS
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CloudFrontS3

(EKS)

Spack CI Architecture

Monitoring
HA GitLab

spackbot

Bare metal runners

on “Frank” cluster

MI200

Power9

NVIDIA

a64fx etc.

etc.

etc.

Runner

Pools
Runner

Pools
Runner

Pools
Runner

Pools

Spack

on GitHub

More runners?
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Spack lowers the burden of maintaining many binary distributions

Parameterized recipe

per package

(Same recipe evolves for all targets)
Build farm / CI

Optimized 

Graviton2 binaries

Optimized

Skylake binaries

Optimized

GPU binaries

Many 

software stacks 

Built for specific:

Systems

Compilers

OS’s

MPIs

etc.

Spack

Traditional 

package manager

Recipe per

package configuration

(need rewrites for new systems)

Portable (unoptimized)

x86_64 binaries

One software stack

upgraded over timeBuild farm

Users/developers can also build directly from source
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▪ Lists of packages aimed at communities
— E4S HPC distribution

• Power, macOS, OneAPI versions

— Various ML stacks
• CPU
• CUDA 
• ROCm

— LLNL-specific stacks
— AWS user stacks

▪ Easy to build same stack many different 
ways using versatile recipes

▪ We’ve built a OneAPI version by only 
changing the green part

CI defines many stacks to build

List of packages

Config parameters
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Our CI system now does over 100,000 builds/week to support 
ECP and the broader ecosystem

▪ We are leveraging:

— Many credits from AWS

— ECP hardware at U. Oregon

Last 7 days

Over 100,000 builds

8,300+ CPU Hours

Many different instance/node types

Bursts come from users iterating on stacks in PRs
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Victories:

▪ Scaled out Spack CI to 100,000 builds/week

▪ Scaled integration CI for SDKs and E4S

▪ Jacamar runner allows HPC centers to run GitLab as a 
secure service for users

▪ NNSA using Jacamar for tri-lab project CI

Gaps:

▪ Most projects maintained on GitHub

▪ Jacamar only used internally at facilities

▪ Huge unmet demand for public project and user CI

There has been considerable effort on Continuous Integration 
under ECP
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ECP has brought the software ecosystem forward

▪ Wins: 

— Product support

— Unprecedented integration scale for scientific software

— Unprecedented portability across GPUs,  CPUs

— Applications have started to rely heavily
on dependency libraries!

— Common packaging and deployment tools

— Integration among products

▪ Gaps:

— How do we sustain all of this!?
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▪ Recommended a stewardship program
— Continue development
— Build broad engagement
— Continue to support applications

October 2020: ASCAC recommended a stewardship program
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▪ Potential scope of stewardship 
activities, including:

— Training on software dev, use
— Workforce support
— Infrastructure for common 

development needs
— Curation and governance processes
— Maintaining situational awareness
— Shared engineering resources
— Project support

October 2021: ASCR RFI on stewardship of software

https://bit.ly/stewardship-rfi-summary
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October 2022: CHIPS and Science Act adds sustainability 
language 

“It is the sense of Congress that the Exascale Computing Project has 
successfully created a broad ecosystem that provides shared software 
packages, novel evaluation systems, and applications relevant to the 
science and engineering requirements of the Department, and that such 
products must be maintained and improved in order that the full 
potential of the deployed systems can be continuously realized.” 
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▪ ASCR solicits seedling proposals for sustainability programs

▪ Call says applicants should:
— Articulate a long-term vision for sustaining a substantial part of the ecosystem
— Describe how their efforts might be rapidly scaled up in the future
— Request no more than $125,000 for a one-year award
— Prepare to scale up rapidly in the future

▪ 6 pilot projects selected
— Workshops and planning have been going on since March 2023

October 2022 – Feb 2023: Seedlings for sustainability call
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▪ Invited 7 projects to join forces for a combined stewardship organization:
PESO Activities focused on evolving a cohesive ecosystem for DOE software

E4S, Spack, Integration
OASIS Project support, shared engineering resources, training

Math libraries, data, vis, products not covered by other teams
SWAS Workflow community
STEP Tools community
S4PST On-node and off-node Programming Models (Kokkos, LLVM, Fortran, C++, MPI)
COLABS Workforce, training, best practices, and coordination for RSE community
OSSF Partnering with foundations to advance stewardship

Phase 2 of Seedlings is a Stewardship program for 
“Next-Generation Scientific Software Technologies” (NGSST)
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▪ Focus on stewardship as opposed to sustainability
— Implies advancement, not “mere” sustainability

▪ Teams must develop a shared governance model with:
— Leadership sharing (e.g., rotating chair, elections, etc.)
— Model for expanding in the future

▪ Should look (according to DOE) to the outside like one organization

▪ Ceiling is $14M total for the organization
— We are hopeful that this number will increase
— ECP software technologies had a budget of ~$50M

▪ DOE strongly encourages contribution from external stakeholders:

Some details about the NGSST program

“Stewarding next-generation software technologies requires investment from DOE 

combined with agile strategies that enable other stakeholders to provide 

additional funding commensurate with their additional needs.”
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▪ Nonprofit corporations, typically one of:
— 501(c)(3): Charitable (religious/educational/scientific) organization

• Serves the public
• Cannot lobby or influence legislation
• Exempt from federal, state, and local taxes

— 501(c)(6): Organization of people with common business interests
• Serves its members’ common interest
• Seeks to improve business conditions
• Exempt from only federal income taxes
• Can lobby (but funds used for lobbying are taxed)

What are software foundations
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There are many existing models
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LLVM Foundation ~$800,000 / yr

Python Software Foundation ~$2,100,000 / yr

Apache Software Foundation ~$2,200,000 / yr

NumFOCUS ~$5,600,000 / yr

Eclipse Foundation ~$26,100,000 / yr

Linux Foundation (including CNCF) ~$248,000,000 / yr

How big are foundations?
(mix of 2020-2022 numbers)

Unclear how creating a new foundation can match these influence and leverage



What does the money go towards?

• Depends, but here is an example for Linux Foundation:
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▪ Infrastructure (CI, testing, Slack, etc.)

▪ Project metric tracking (adoption, users, etc.)

▪ Web development

▪ Meeting Facilitation

▪ Documentation

▪ Legal services

▪ Marketing 

▪ Certifications and Training

▪ Outreach, Events, Inclusivity initiatives

What’s project support?

LF has a very large event organization team
Events like KubeCon attract 10k+ people



26
LLNL-PRES-837654

github.com/spack/spack

▪ Most major feature development!
— Foundations are not typically developers for contract
— Could subcontract to other organizations for focused development
— They’re typically experts at community organizing

▪ Typically, the work of projects is done through in-kind effort
— Foundation members are contributors
— Aim is to coordinate efforts and effectively govern and grow project
— Sustainment comes from growth

What do Foundations NOT fund?



So what can foundations do for DOE?

1. Growing stakeholders:
• Open governance allows new stakeholders to help steer theproject

• Feel some ownership of the project

• Neutral home allows more companies to engage

2. Growing contributors
• Outreach, training, and marketing lead to more users
• Broader user base leads to more contributors

3. More adoption drives more interest and investment

Growth



Broader adoption can drive interest from
big players

Slide c/o Dan Reed

• Adoption has value
• Customers ask for adopted/used 

software

• Our software benefits vendor 
customers.

• Cost of reinvention is high

• The bigger community you can 
build, the more likely cloud 
providers will take interest
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Myth: “There are only a few people in the world who can 
contribute to our software”

▪ The open source community is huge, and 
casting a wide net can find you more 
contributors

▪ One of the libraries I’ve heard this claim for 
is MFEM

— MFEM had 100+ attendees at a user group 
meeting

— Community continues to grow

▪ AWS recently built PALACE, an open source 
quantum code, on top of our MFEM library

— AWS developers have contributed some of their 
work back to MFEM

MFEM



Foundations can exist alongside DOE’s stewardship 
organization as an outreach and community building arm

Manage ASCR, agency, funding
for core project effort

Manage engagement w/CoPs
Drive industry and community interest

Contribute to and influence
project communities



31
LLNL-PRES-837654

github.com/spack/spack

▪ HPC in the cloud is growing at 17% CAGR
— Compare to HPC CAGR of 7%

▪ Cloud HPC is a growth area for industry

▪ We have the expertise in HPC
— Accelerated computing
— “100X” performance

▪ Making it work in the cloud grows our 
communities and contributor base

What about an umbrella for HPC?

• CNCF’s mission is to create a 
portable reference stack for cloud-
native services

• Orgs like OpenSSF get visits to the 
white house: benefit from one 
voice

• We could be the portable reference 
stack for cloud HPC
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▪ We are planning to launch an umbrella foundation in Linux Foundation called HPSF

HPSF: the High Performance Software Foundation

• Initial Projects:
• Spack

• Kokkos

• MPICH

• HPCToolkit

• Possible Initial Members:
• AWS, HPE, NVIDIA, CEA, DOE/SC, 

DOE/NNSA labs, Kitware

• Talking to others!

• Mission is broader than just DOE products: focus on whole ecosystem

• Coordinate closely with DOE and other stewardship programs

• Coordinate closely with industry HPC players to define the stack

Get in touch if you are interested in joining!
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