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Exascale, what’s at stake ?
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Leading to engineering breakthough

Astrophysics
Fusion

Transportation

Exascale for scientific breakthrough, environmental sustainability, resilient society, and 
industrial competitiveness

Answering key scientific questions



Exascale, a new paradigm
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In the digital continuum

A technological breaktrough

Increased flux/volume 
from the edge to the 

HPC system

 Hybrid scalar/acc.
 fewer memory/node
 more concurrency

Convergence 
HPC/HPDA/IA



International initiatives
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US initiatives: 
– Dedicated support of the NSF 
– Exascale Computing Project (DoE) 
creation of 6 co-design centers

Japan initiatives: 
– Fugaku: co-design of an exascale 
system. 
– Riken SC: transverse eco-system

China initiatives: 
– development of applications in 

preparation for the arrival of the 
Tianhe3 machine.

A strong effort in both hardware, software 
and applications/co-design



The European context
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French exascale 
project 

Jules Verne project 
for a second Exascale 

system in 2025 

Hardware & Software

Hardware

Infrastructures

Applications

Training



The NumPEx program - objectives 
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Research & Software 

Development 

Expanded and integrated  

Software stack

Co-design 
&  

demonstrators 
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NumPEx

Contribute and accelerate the emergence of a 
European sovereign exascale software stack and 
strategic applications exascale capability in a 
coherent and multi-annuel framework 

Integrate and validate co-designed innovative 
methods, libraries and software stack with 

demonstrators of strategic applications.

Help aggregate the French HPC/HPDA/IA 
community

Accelerate science-driven and engineering-driven 
developers training and software  productivity

Foster national and international collaborations 
to prepare for the Exascale and post-Exascale era



The NumPEx program - objectives 
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Co-design the exascale software stack
Preparing the applications for the Exascale era 

Software stack
European Pre-Exascale system

Applications



NumPEx by numbers
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Math/computing/data

Application/demonstrators

NumPEx contributors

6 Years 
41 M€*

Core 
Research 

Institutions

3  
Focus  
Area

80 
R&D teams  

500 
Researchers

2023-2028 
* Funding 41M€=500 man.year non 
permanent  staff 
+ 170 man.year permanent staff 
Total cost : 81 M€

Core national Research Institutions: 
CNRS, CEA, INRIA, Universities, 
Engineer schools, Industry

Software stack development (PC 1-3) 
Wide-area workflows and architecture (PC 4) 
Integration and application development (PC 5)



NumPEx workplan
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Applications

Numerical methods 
 and solvers

C.Prudhomme/H.Barucq

ExaMA



NumPEx workplan
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Applications

ExaSoft
Computing 

R.Namyst/A.Butari

Numerical methods 
 and solvers

C.Prudhomme/H.Barucq

ExaMA



NumPEx workplan
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Applications

ExaDost
Data  

G.Antoniu/J.Bigot

Numerical methods 
 and solvers

C.Prudhomme/H.Barucq

ExaMA ExaSoft
Computing 

R.Namyst/A.Butari



NumPEx workplan
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Digital continuum 
F.Bodin, T.Deutsch, M.Asch 

ExaAtow

Applications

Numerical methods 
 and solvers

C.Prudhomme/H.Barucq

ExaMA ExaSoft
Computing 

R.Namyst/A.Butari

ExaDost
Data  

G.Antoniu/J.Bigot



NumPEx workplan

13

ExaDost
Data  

G.Antoniu/J.Bigot

ExaSoft
Computing 

R.Namyst/A.Butari

Continuum digital

Applications

ExaAtow
ExaDI

Application co-design and 
software integration 

JP.Vilotte/V.Brenner

Numerical methods 
 and solvers

C.Prudhomme/H.Barucq

ExaMA



NumPEx workplan
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Applications

Governance

Numerical methods 
 and solvers

C.Prudhomme/H.Barucq

ExaMA ExaSoft
Computing 

R.Namyst/A.Butari

ExaDost
Data  

G.Antoniu/J.Bigot

Digital continuum 
F.Bodin, T.Deutsch, M.Asch 

ExaAtowExaDI
Application co-design and 

software integration 
JP.Vilotte/V.Brenner



NumPEx transversal actions
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Applications

Software production & 

Intégration 
B. Raffin

Resilience 
L. Morin

Accelerator 
prog. 

S. Thibault

HPC - IA 
T. Moreau

Energy 
G. Da Costa, A. 
Guermouche



NumPEx transversal actions
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Applications
TrainingGender/Equity/ 

Diversity 
Anne-Laure Pelé & 

Virginie Grandgirard

Int. 
Collaborations 

JY Berthou, E. Jeannot
M. Krajecki, R. Namyst, C. 

Prudhomme

Software production & 

Intégration 
B. Raffin

Resilience 
L. Morin

Accelerator 
prog. 

S. Thibault

HPC - IA 
T. Moreau

Energy 
G. Da Costa, A. 
Guermouche



Sustainability - a 4-stages strategy
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Software  
portability

Software  
Interoperability

- NumPEx is a production project, with a focus on the 
upcoming European Exascale systems …

- Prepare for the post-Exascale challenges, with trends 
towards more heterogeneous HW (FPGA, chiplets, etc)

- « Exascale" challenges will also will be widespread at all 
levels of the computing ecosystem from small-size 
clusters to supercomputers

Software  
Deployability

Users community- Common challenges in Tier0, Tier1 … and future non-
HPC systems as well.



Sustainability - software portability
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- CSE application teams cannot craft codes for each hardware/system architectures

- An illustrative example WarpX (Gordon Bell prize 2022)

- Need for architecture-agnostic software stack, co-designed libraries

- Based on AMRex (ECP project), highly portable AMR library 

- Highly portable code, run a wide range of HPC systems : Frontier (OLCF), LUMI (CSC), Adastra 
(CINES), Fugal (Riken) to only name a few

- PIC-based code for matter/laser interaction simulations

- Change CSE applications codes development methodologies to building on portable/
maintained SW/libraries with minimum performance portability.

Separation of concern between application-dependent/HW-dependent components



Sustainability - software interoperability
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- Application codes build upon a collection of software components, multi-year development 
roadmaps

- NumPEx will build and deliver Software Development Kits

- composed of a framework of interoperable 
softwares and libraries 

- domain-specific/application-specific components 

- key to build trust with the CSE application teams 
for long-term development roadmaps



Sustainability - software deployability
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Goal: push forward software development and deployment practices

- Support NumPEx software packaging effort (Spack, Guix, Nix)

- Contribute to package managers (HPC-centric specificities)

- Collaborate with to FR computing centers to deploy PM on their machines

- Develop EU/International collaborations 

- GitHub/CI to open to anyone complying with the community policy

Within NumPEx, a workforce of 3 FTE in addition to in-kind contribution



Sustainability - community of users
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What business model for a sustainable SW stack, especially in Europe ?

- Sustainable codes not only need long-term maintenance but also development/evolution

- Long-term visibility on library development/maintenance for CSE application teams is mandatory

- With the increased complexity of the CSE applications codes, HW and HPC/HPDA/AI usages, 
code development requires a radical change, relying on common tools 

Building a large user community (e.g. co-design activity, training, etc)



Take-away messages
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www.numpex.fr

NumPEx is an ambitious programme to:

-  contribute to the European Exascale software stack

- Long-term sustainability with portable/interoperable/deployable SW stack

#NumPEx

- help preparing scientific and industrial applications to the Exascale

- Help building an Exascale community with application teams, computing centers

- Fostering international collaborations, pushing new dev./deploy. methods


