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Motivation



AI claims

§ Claims about LLMs : language modeling or general AI ?

§

I understand what this 
means and how we can 

measure it.

But this is what is being sold: 
• Why would language modeling lead there?
• How to measure this claim?
• What precisely does this claim mean?



Sorry!  AI ate your job!

Meanwhile…

AI = Disruption + Profit

Entering the era of AI ! Rebelling against mankind!

AI says no loan for you
Singularity 
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Although these people seem to disagree, 

they share a same mental imagery about AI,

§ Popularized by modern science fiction.

§ With deep roots in our culture.



AI Mythologies

The automatons of Hephaestus
(Homer, Illiad, book 18, 415-420)

Hephaestus forges “handmaidens wrought of 
gold in the semblance of living maids. In them 
is understanding in their hearts, and in them 
and strength, and they know cunning 
handiwork by gift of the immortal gods”

The legend of Golem of Prague
(multiple sources)

In the legend, Loew, Rabbi of Prague, creates 
a Golem with clay and gave him life by writing 
the letters of a code onto its forehead.  

There were problems…

Goethe’s Sorcerer Apprentice
Mary Shelley’s Frankenstein



AI Mythologies

“This seems to be the echo 
or the prototype of the act 
of creation, by which God is 
supposed to have made 
man in His image.”

1966



AI Mythologies
Now in colors!



Mental imagery
§Mental imagery shapes how humans understand things.
§Does this AI mythology match the technical nature of AI systems ?

§Are there different ways to grasp modern AI systems?  Equations?  Code?

- Explaining the weather with the moods of the gods
turned out to be a poor match for the actual phenomenon. 

- Replacing this mental model took a lot of time.



Jorge Luis Borges

§A giant of the XXth century literature.

§Borges wrote a lot of imaginative short stories 
that illustrate topics about language and reality, 
about infinity, about time…

§We can use Borges’ stories to grasp modern AI 
systems with a different mental imagery. 

§What does this suggest about LLMs or AI?  
(1899-1986)
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§A giant of the XXth century literature.

§Borges wrote a lot of imaginative short stories 
that illustrate topics about language and reality, 
about infinity, about time…

§We can use Borges’ stories to grasp modern AI 
systems with a different mental imagery. 

§What does this suggest about LLMs or AI?  
(1899-1986)

See this as a fun way to force 
ourselves to view LLMs with a 

different framing. 



The Garden of Forking Paths

WHAT IS A LANGUAGE MODEL?



The garden of forking paths (1941)

"Fang, let us say, has a secret. A stranger knocks at his door. Fang 
makes up his mind to kill him. Naturally, there are various possible 
outcomes. Fang can kill the intruder, the intruder can kill Fang, both 
can be saved, both can die and so on and so on. In Ts'ui Pen's work, 
all the possible solutions occur, each one being the point of departure 
for other bifurcations. Sometimes the pathways of this labyrinth 
converge. For example, you come to this house; but in other possible 
pasts you are my enemy; in others my friend.”



The garden of all texts

The set of all texts
§Not just all texts that have been written, 

but all texts that can be understood by at least some people.



The perfect language model

1. Find an occurrence of the words printed on the 
tape in the garden of all texts.

2. Read the word that follows that occurrence and 
prints it on the tape after the other ones.

3. Repeat.

For a chat bot, just add punctuation that indicates whether it is the 
user’s or machine’s turn to add words to the tape. Any readable 
punctuation scheme will already exist in the garden of all texts.



The perfect language model

1. Find an occurrence of the words printed on the 
tape in the garden of all texts.

2. Read the word that follows that occurrence and 
prints it on the tape after the other ones.

3. Repeat.

For a chat bot, just add punctuation that indicates whether it is the 
user’s or machine’s turn to add words to the tape. Any readable 
punctuation scheme will already exist in the garden of all texts.

Each word added on this tape narrows the subset of possible 

continuations in our collection. Like T’sui Pen’s forking, each 

addition constrains the story, the characters, their roles, their 

ideas, their future, and at the same time serves as a starting 

point for an infinite sequence of forkings.



Tricks
“Writing long books is a laborious and impoverishing act of foolishness: 
expanding in five hundred pages an idea that could be perfectly explained in a 
few minutes. A better procedure is to pretend that those books already exist 
and to offer a summary, a commentary.”  (Borges, 1942)

§ Since Borges cannot write Ts’ui Pen’s book, he writes about the book.
§ We cannot write the number 𝝅 but we write a lot about 𝝅.

§ Can we approximate the garden of all texts in a computer
just like we approximate the number 𝝅 …



The last Structuralist

Zellig S. Harris
(1909-1992)

Structural linguistics
§ Each language is a set of discourses.

§ This set is shaped with regular structures
that can be discovered from examples.

Later linguistics (e.g., Chomsky’s minimal program)
§ Strict separation of grammar vs semantics.
§ Great advances in formal grammar theory.
§ Large Language Modeling is not one of them!

🙂

The garden!

汉语 ?

☹



The structure of the Garden 

§ The set of discourses
is described by basic forms 
and successive sentence 
transformations.

§ Harris describes procedures to 
discover them, and uses them 
to construct a grammar of English
(“operator grammar”).

The garden!

Change 
tense

Rename 
subject

Change 
place

Change 
a word



The structure of the Garden 

§ The set of discourses
is described by basic forms 
and successive sentence 
transformations.

§ Harris describes procedures to 
discover them, and uses them 
to construct a grammar of English
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Change 
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Change 
a word

Transformations are not just 
syntactic constructs. They 

impinge on semantics.



Discovering sentence transformaHons
Training a language model
§ Training a large language model can thus be understood as analyzing a large corpus of real texts 

to discover both transformations and basic forms, then encode them into an artificial neural 
network that judges which words are more likely to come next after any sequence. 

A chain reaction
§ When two phrases in the training data have a known similarity, the surrounding sentences are 

also likely to be similar, possibly in a more subtle and yet unknown way. As the model gains 
knowledge about different types of connections, it receives fresh clues that reveal more 
intricate ones, and is able to extract even more information from the same text.

§ This might be why fine-tuning LLMs works so well. 



How to complete (or chat)?

A stored “template”

Premise (question) Continuation (answer)

Match a template 
premise with a 

sequence of 
transformations

Construct an answer by 
applying the reverse 

transformations to the 
template continuation.

Can transformers do and learn this? 
Can this be done beEer or more efficiently than with transformers?



How do transformers work?

Work that needs to be done: (*)  
(a) elucidate mechanisms that transformers can use to achieve this, 
(b) understand how these mechanisms are discovered during training.

* Bietti et al, Birth of a transformer, 2023

A proof of existence only!
• No reason to believe that transformers are the 

best way to do build such systems.
• No reason to believe that such systems have to be 

trained at great cost on huge datasets.



Narrative necessity
“a man might be an enemy of other men, of the differing moments of other 
men, but never an enemy of a country: not of fireflies, words, gardens, 
streams, or the West wind”

§At any instant, our imagined apparatus is about to continue a story and is
constrained by the narrative demands of what is already printed on the tape. 

Neither truth nor intentions matter to the operation of this machine,
only narrative necessity matters.



NarraHve necessity
§The ability to recognize the demands of a narrative 

is a flavor of knowledge distinct from the truth.
§What is true in the world of the story need not be true in our word. 
§As new words are printed on the tape, the machine borrows facts from 

the training data (not always true) and fills the gaps with plausible 
inventions (not always false).

§Not hallucinations but confabulations.*

* B. Millidge, 2023

Neither truth nor intentions matter to the operation of this machine,
only narrative necessity matters.



Truth in fiction
“Sherlock Holmes lives on 221B Baker Street?” 

Is this assertion true or false?

§ Sherlock Holmes does not exist.

§ Yet this is better than saying that he lives in Italy.

§ Numbers 215 to 229 used to be assigned to a bank.

§ But now…
David K. Lewis 
(1941-2001)
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Truth in fiction
Lewis’ solution involves multiple worlds

“In the fictional world of the Sherlock Holmes books, 
Sherlock Holmes lives on 221B Baker Street.”

Things get more interesting when assertions spans multiple worlds

“If kangaroos had no tails, they would topple over.”
meaning: in worlds that resembles ours except for this fact, … 



Beyond Boolean logic

§ “If kangaroos had no tails, they would topple over.”
meaning: in worlds that resembles ours except for this fact, … 

We cannot represent this sentence by a Boolean implication because all Boolean 
implications whose premise is false are true statements. Yet we do not mean that 
all counterfactual assertions are true.

§ “If I had pressed the 4th switch, the 3rd light would have changed state.”

§ “If the coder had typed a semi-colon here, his code would have worked.”



The Fiction Machine

A perfect language model is a machine that prints fiction on a tape.
§ Neither truth nor intention are relevant to its operation.

The machine only knows narrative necessity.

Today’s LLMs are approximations of this Fiction Machine.
§ Yet many people want to see (or maybe to sell) them as approximations 

of an AI that knows the truth and possesses perfect reasoning abilities.

* B. Millidge, 2023



The Library of Babel

THE LIBRARIANS CREATE A LOT OF PROBLEMS FOR THEMSELVES



The library of Babel (1941)

The Librarians live in a library that contains all possible books.
Nothing says what is true or false, enlightening or misleading.
Everything known about a book comes from another book
contradicted by a thousand other books.

The Librarians still believe that the Library reveals the truth,
and they create a lot of problems for themselves.

“The universe (which others call the Library) is composed of an indefinite, 
perhaps infinite number of hexagonal galleries.”



The Vindications

How does this map to language models?

At that period there was much talk of The Vindications-books of apologiæ and 
prophecies that would vindicate for all time the actions of every person in the 
universe and that held wondrous arcana for men's futures. Thousands of greedy 
individuals abandoned their sweet native hexagons and rushed downstairs, up 
stairs, spurred by the vain desire to find their Vindication



The Vindications
§Talk to a chatbot with the tone of a professor correcting a student?
à The most likely continuation is an impersonation of a mediocre student. 

§Want to prove that chatbots are sentient?  
à Your part of the dialogue reveals your intention. 

A lot of science fiction in the training set provides good continuations.

§Want to prove that chatbots are illogical?
à Your part of the dialog suggests that you want to trap the system

with logical puzzles. Plenty of suitably flawed answers in the training set.

§Keep asking and you’ll receive a comforting but useless answer.



The Vindications
§Talk to a chatbot with the tone of a professor correcting a student?
à The most likely continuation is an impersonation of a mediocre student. 

§Want to prove that chatbots are sentient?  
à Your part of the dialogue reveals your intention. 

A lot of science fiction in the training set provides good continuations.

§Want to prove that chatbots are illogical?
à Your part of the dialog suggests that you want to trap the system

with logical puzzles. Plenty of suitably flawed answers in the training set.

§Keep asking and you’ll receive a comforting but useless answer.

Is this machine trying to deceive us?

This only happens because we are willing 

to mistake the fiction machine for an omniscient AI.

Fallacies feed each other.



The Purifiers

How does this map to language models?

Muldple interpretadons here…

Others, going about it in the opposite way, thought the first thing to do was 
eliminate all worthless books. They would invade the hexagons, show credentials 
that were not always false, leaf disgustedly through a volume, and condemn entire 
walls of books. It is to their hygienic, ascetic rage that we lay the senseless loss of 
millions of volumes. Their name is execrated today, but [...] I daresay that the 
consequences of the depredations committed by the Purifiers have been 
exaggerated by the horror those same fanatics inspired.



The Purifiers
Some applications of AI are not suitable for a Fiction Machine. 

§ An automated travel agent should not send travelers to fictional resorts.

§ A defense system should not counter imaginary threats with real missiles.

Instead of a fiction machine, we can be tempted to see an Artificial Intelligence 
that must be tamed into serving our needs (or our entrepreneurial dreams.)  
Can we reshape the garden of all texts to eliminate all paths that lead to 
undesirable outcomes?



Example

What do you think when it starts with  “As an AI language model …”  ?



Example
Constructing a richer fiction often defeats such guardrails.



Example
Constructing a richer fiction often defeats such guardrails.

(Pelrine, Taufeeque et al, 2023)



Chaos and extinction
The certainty that everything has already been written annuls us or renders 
us phantasmal. I know districts in which the young people prostrate 
themselves before books and like savages kiss their pages, though they 
cannot read a letter. Epidemics, heretical discords, pilgrimages that inevita-
bly degenerate into brigandage have decimated the population. I believe I 
mentioned the suicides, […] I suspect that the human species […] teeters at 
the verge of extinction.
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The certainty that everything has already been written annuls us or renders us 
phantasmal. I know districts in which the young people prostrate themselves before 
books and like savages kiss their pages, though they cannot read a letter. 
Epidemics, heretical discords, pilgrimages that inevitably degenerate into 
brigandage have decimated the population. I believe I mentioned the suicides, […] 
I suspect that the human species […] teeters at the verge of extinction.

A misleading certainty:
 The Library of Babel contains 

everything but is useless.

Nicolas Poussin: Adora0on of the Golden Calf



Chaos and extinction
The certainty that everything has already been written annuls us or renders us 
phantasmal. I know districts in which the young people prostrate themselves before 
books and like savages kiss their pages, though they cannot read a letter. 
Epidemics, heretical discords, pilgrimages that inevitably degenerate into 
brigandage have decimated the population. I believe I mentioned the suicides, […] 
I suspect that the human species […] teeters at the verge of extinction.

If we keep confusing the Fiction Machine for an omniscient AI,

we might believe that we no longer need to learn and think ourselves. 

A modern Pythia!



Is a Fiction Machine useful?

1) The Fiction Machine should not be confused for an omniscient AI.

2) But is a Fiction Machine useful ?

3) Note how conclusion (1) arose from reading Borges’s fiction.

4) Why do we tell stories to our children?



Storytime

WE UNDERSTAND THE WORLD THROUGH FICTION.



Borges’ view of time

Borges develop his notion of time across multiple stories and in a 
philosophical essay named “The refutation of time”.  He describes time 
as a network of subjective timelines that keep revisiting the same places 
before maybe going elsewhere…

The Garden of Forking Paths is an enormous guessing game, or parable, in 
which the subject is time. [...]  Differing from Newton and Schopenhauer, 
your ancestor did not think of time as absolute and uniform. He believed in 
an infinite series of times, in a dizzily growing, ever spreading network of 
diverging, converging, and parallel times..



Rewinding the tape

§ When we operate a language model, we can 
rewind the tape and pick another path as if 
nothing had happened. 
§ But we do not go back in time ourselves. We 
merely follow a time trajectory that includes 
rewinding the tape and observing the machine 
continue as if time had been briefly reverted.



Catching a glimpse of our future

§Just like the characters of a story, we cannot rewind our own time 
and explore other paths, but we can sometimes discern in their
forking timelines a warped version of our reality. 

§Like sentences in a language model, our own story might just be
a few transformations away from their stories. 



The storytelling computer
“I think Turing and Minsky were wrong.” 

“We forgive them because they were smart and mathematicians, but like 
most mathematicians, they thought reasoning is the key, not the 
byproduct.” 

“My belief is the distinguishing characteristic of humanity is this 
keystone ability to have descriptions with which we construct stories. 
I think stories are what make us different from chimpanzees and 
Neanderthals. And if story-understanding is really where it’s at, we can’t 
understand our intelligence until we understand that aspect of it.”Patrick Winston

(1943-2019)

(Thanks to Max Nickel for pointing out Winston’s view)



Modeling the world with stories

Stories can express things that Boolean logic cannot express

§ Counterfactual reasoning is in fact a Modal Logic (Lewis, 73)

“If the coder had typed a semi-colon here, 
his code would have computed the correct quantity, 
and the rocket might not have exploded.”

§ But there is more to it.



Modeling the world with stories
Stories do not need to express everything

§ Retelling factual events can never account for all its alternative timelines,
all the ways in which the story could have followed different forks.

For instance, understanding the story of a historical battle means
understanding how events could have unrolled if some
of the conditions or decisions had been changed.

à The listener fills these alternate timelines using common sense.

Because this crucial information is not in the story, but in its variations.

à In order to understand the true stories, 
we must be able to formulate stories that aren’t true!
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Restricting the language model 
does not make it more truthful, 

it just makes it less smart.
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For instance, understanding the story of a historical battle means
understanding how events could have unrolled if some
of the conditions or decisions had been changed.
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Modelling the world with stories

Bad news for the Purifiers.
Restricting the language model 
does not make it more truthful, 

it just makes it less smart.

Constructing a theory of the world (maybe with stories)
and verifying that this theory matches the world

are two distinct tasks, best left to distinct systems.



An extraordinary advance
Not

but a far more exciting advance in my opinion. 



Conclusion

WHAT DO WE LEARN FROM USING BORGES’ STORIES
AS MENTAL MODELS TO GRASP MODERN AI SYSTEMS ?



What did we learn?

§ LLMs approximate the Fiction Machine.  
Neither truth nor intention matter to the machine, only narrative necessity.

§ Thinking that LLMs lead to an omniscient AI is not going to help.

§ A machine that can formulate the alternate timelines of a story
is an extraordinary advance by itself.

§ We, humans, grasp the world through fiction. 

§ This entire talk was about understanding LLMs and AI through Borges’ fiction.



Is this a better mental model?

What does Borges give that AI mythology does not give

§ More precise insights about the relation between LLMs and AI.
à Fiction machine, narrative necessity

§ Useful concepts to understand how people perceive these systems. 
à Vindications, purifiers, and modern Pythia

§ Cool ideas about how we use storytelling and fiction to model the world
à Supporting Winston’s strong story hypothese.



Is this a better mental model?

What does AI mythology give that Borges does not give?

§ Singularity.

§ AI as a cause for all sorts of human-made extinction risks.

§ AI as a convenient scapegoat for bad human behavior.

§ …


